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Yüksek Lisans Tezi 
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Tez Danışmanı: 
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Yapay zeka (AI) tarafından güçlendirilen sohbet robotları (chatbots) ve sanal insanlar, 

kendileriyle kullanıcılar arasında iletişim kurabilmeleri ve amaçlarına bağlı olarak 

farklı görevleri yerine getirebilmeleri nedeniyle son zamanlarda birçok uygulamada 

önemli bir rol oynamaktadır.  Sohbet robotları, insanlarla iletişim kurmadaki yüksek 

verimlilikleri nedeniyle insanlarla makineler arasında etkileşim kurmanın en iyi örneği 

olarak kabul edilir. Bu yüzden çeşitli uygulamalarda kullanılmaktadır. Bu nedenle, bir 

sohbet robotunu sanal bir insanla birleştirme fikri, insanların dikkatini çekecek ve 

olumlu geri bildirimler alacaktır çünkü tarih boyunca yüz yüze iletişim insanların nasıl 

etkileşime girdiği ve geliştiği konusunda her zaman ana rol oynamıştır.
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Bu nedenle, kullanıcı dostu sanal bir avatara sahip olmanızı sağlayan ve kullanıcılarla 

gerçekçi etkileşim kuran bir açık alan konuşkan dijital insan sistemi sunuyoruz. 

Sistem, her biri duygu tanıma, diyalog oluşturma, yüz ifadesi çıkarma, animasyonlar, 

metinden konuşmaya ve konuşmayı metne dönüştürme gibi bir görevi tamamlamak 

için belirlenmiş bir 3D sanal karakter ve birden fazla yapay zeka modelinden oluşur. 

 

Anahtar Sözcükler : İnsan-bilgisayar etkileşimi, Yapay Zeka, Derin Öğrenim, Sanal 

insan, chatbot, dijital asistan. 

Bilim Kodu : 92419, 92432 
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Empowered by artificial intelligence (AI), recently two different topics are taking an 

essential role in many applications, which are chatbots and virtual humans, owing to 

their capability in establishing communication between them and the users for 

accomplishing different tasks depending on the purpose they were built for. Virtual 

humans are getting a lot of attention in different industries due to their realistic human 

form, behavior, and their ability to convey emotional feedbacks especially when 

experienced in virtual reality environment. On the other hand Chatbots are considered 

to be the most promising example of building interaction between humans and 

machines because of their high efficiency in communicating with people resulting in 

being utilized in various applications.  

 

Thus the idea of combining a chatbot with a virtual human that acts as a normal human   

will draw people’s attention hence it will achieve positive feedback because face-to-

face communication has always played a main role in how people interact and got 
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developed throughout the history. Therefore, we present an Open-Domain 

Conversational Digital Human System that allows you to have a friendly virtual avatar 

and establishes realistic interaction with users. The system consists of a 3d virtual 

character and multiple artificial intelligence models each specified for completing a 

task like emotion recognition, dialogue generation, facial expression extraction, 

animations, text to speech and speech to text conversion. 

 

Key Words : Human-Computer Interaction, Artificial Intelligence, virtual 

human, chatbot, conversational agent, digital assistant, deep learning. 

Science Code : 92419, 92432 
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 PART 1 

 

INTRODUCTION 

 

Have you ever talked with a machine before? Communication between humans and 

machines is happening in our lives and has been an essential part. This is considered 

as a part of the HCI area involving AI too as HCI is being empowered by AI 

techniques, for instance DL and Transformers, in order to build strong models for the 

HCI tasks. We can see AI in HCI popular applications including chatbots and virtual 

assistants.  A simple example of chatbots is when we contact the customer service of 

certain e-commerce website we find ourselves talking to a person who is actually a 

robot, or more specifying an agent, that is able to understand you and respond back to 

you. When a chatbot starts talking deeper in wider range of topics then it is called as 

conversational agent or conversational chatbot. However those are considered text-

based or speech-based which are the most common used types. These agents imitate 

human behavior in conversations thus they are capable of understanding humans, 

respond in the same context, and sometimes consider the feelings of person. To choose 

the right bot for the industry many features should be considered including the domain, 

the way of processing input and producing output, and its goal. 

 

Chatbots have been successful in conversations with people however they still lack 

some humane aspects. For instance these bots don’t have a body representing them 

resulting in the lack of body gestures, sometimes they lack personalities, and don’t 

interact with people emotionally. When speaking of a successful conversation held 

between two persons two things come in mind, persuasion and emotions. Persuasion 

is achieved mostly in face-to-face communications because facial gestures and 

expressions, besides other body gestures like head nodding and hand gestures, play a 

very main role in affecting the conversation. As for emotions they influence how one 

can think and behave. Happiness, sadness, anger, fear, disgust, and surprise are the 
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main six facial expressions that almost all people recognize around the world, as 

suggested by Paul Ekman who studies human emotions.  

 

The ability to recognize and share these emotions manage relationships because when 

one listens to other’s feelings and try understanding the emotion that person is 

expressing or experiencing then the communication turn to meaningful exchange for 

both chatters. This leads to a smooth and flexible conversation thus deploying the 

emotions within bot agents is necessary for building successful communication. To 

achieve this we need to divide the aspects that bot will have to sub-tasks, for example 

emotion understanding task, speech recognition task and responding task. 

 

Emotions and facial expressions lead us to another hot topic introduced by HCI which 

is virtual humans or digital humans. They are the creation or recreation of a human but 

as a digital clone. Virtual humans or embodied agents enhances HCI as they take 

advantage of pre-existing social skills, such as body language, and make interactions 

seems more natural. Therefore the objective of developing more human-centered and 

engaging speech-based face-to-face interactive system will lead to the term embodied 

conversational agent (ECA) which will be represented by a character looking like a 

human, talking, understanding you, expressing its emotions, and responding to you. 

The more realistic an embodied agent is the more effective the communication, and 

the face-to-face communication leaves very well impression over people and will serve 

the industry better. 

 

The objective to develop more human-centered, personalized and at the same time 

more engaging speech-based interactive systems immediately leads to the metaphor of 

an embodied conversational agent (ECA) that employs gestures, mimics and speech to 

communicate with the human user. During the last decade research groups as well as 

a number of commercial software developers have started to deploy embodied 

conversational characters in the user interface especially in those application areas 

where a close emulation of multimodal human–human communication is needed. 

 

The trend of ECA is supported by a number of reasons. First one is that virtual humans 

apply styles that are common in human-human conversation. Second thing is giving a 
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personality to the agent will result in gaining trust towards the system by cancelling 

anonymity from interactions. Additionally an effective ECA should be well designed 

characters to make the interaction more enjoyable. 

 

In our work we introduce a system of ECA aimed to act as your companion. The virtual 

human will be able to interact naturally imitating humans in chatting and facial 

expressions. The work was divided to 3 parts starting with the models for training the 

conversational agent using Python, then the part of controlling the virtual human in 

Unity, and finally the part of making all the models work with the virtual human in 

real time. 
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PART 2 

 

LITERATURE REVIEW 

 

During the last decade technology is utilized in wide-range of services in different 

forms [1, 2, 3] and that is due to developments in AI and ICT, which consequently 

resulted in making industries exponentially progressing towards becoming driven by 

technology instead of being human-driven. A recognized example is conversational 

agents which are systems that mimic human conversation using communication means 

such as speech, text, sometimes also facial expressions and gestures [4, 5]. 

 

This also connects us to another unique concept which is virtual humans. A virtual 

human that has human looks and is able to convey emotions while interacting with 

people as a separate intelligent entity has become a viral topic in the human-machine 

communication. Throughout the history the importance of how face-to-face 

communication affects people interactions while socializing has encouraged in 

emerging the idea of making agents act more human-like. Thus we get the inspiration 

of having a conversational chatbot integrated into a virtual human. In other words we 

can describe this as an embodied conversational agent.  

 

This leads us to define the three categories of conversational agents: virtually 

embodied agents or avatars, physically embodied robots, and non-embodied chatbots 

like text-based chatbots. These agents are gradually deployed in different industries 

like hospitality, health care, education, banking and entertainment besides many other 

sectors [6, 7]. In spite of the progress and potentiality these agents carry they still have 

the issue in relationships [8]. This problem arises from the probability that chatbots 

lack human-like behaviors that enhance the outcomes of communication.  

 

When a conversational agent, either embodied or non-embodied, acts with human-like 

behaviors during communication it leaves efficient effect and positive feedback on the
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outcomes. This makes these agents highly desired by many service encounters [9, 10]. 

Therefore this indeed inspires a lot of authors to suggest enhancing these agents by 

making them behave and communicate more like humans [11, 12]. 

 

Relatively the idea of embodied conversational agents has received a notable attention. 

An intelligent agent should be achieving realism in multiple sides. For example along 

with the ability in providing relevant information and responding to user questions and 

comments, it also should carry on the conversation with persuasive responses through 

appropriate facial expressions and gestures. This leads to the fact that utilizing 

additional human-centered modalities such as emotion understanding and emotion 

conveying in the face-to-face interaction will offer better performance than the non-

embodied conversational systems. 

 

This results in working on a variety of aspects such as concentrating on a way for 

generating dialogues and a way for building humanoid behavior giving the agent its 

own personality. From this raises the idea of building an embodied advanced realistic 

agent as a virtual human which is capable of conducting conversations in a wide-range 

of entities besides understanding how the other party is feeling and expressing also its 

own feelings through facial expressions. 

 

Building such human-like conversational agents requires employing both HCI and AI 

solutions. Realistic natural interaction and emotional intelligence are very important 

[13]. Consequently we need to implement multiple improved models for various 

features such as, speech recognition [14], emotion synthesis [15], response generating 

[16] and facial animation at it is very needed [17].  

 

For the purpose of achieving utmost realism in communication we contribute with a 

system that combines multiple models within a virtual human in order to make a 

successful human-like embodied conversational agent. 
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PART 3 

 

THEORETICAL BACKGROUND 

 

Making an HCI system more human-centered, personalized and engaging is now 

considered a priority in the industry. The goal of strengthening this human-machine 

interaction has introduced us with progressed technologies such as speech-based 

assistants and social robots. AI cooperates with HCI by building neural networks that 

learn to utilize human-like natural behavior and modalities. This can be seen in 

intelligent agents knows as chatbot deployed inside an interface. Creating more 

humane traits for these agents can be done by giving them the human looks, with the 

help of virtual humans, and the human behavior in talking, thinking and feeling, with 

the help of state-of-art artificial intelligence techniques. 

 

3.1. HUMAN-COMPUTER INTERACTION 

 

3.1.1. Basic Definition 

 

Human Computer Interaction, also known as Human Machine Communication, is the 

study of interactive computing systems for humans, including their design, evaluation, 

and implementation. Two concepts define the quality of system: functionality, which 

is measured by the system’s capability to be utilized by users, and usability which is 

measured by the ability of the system to grant users’ requirements. When a balance 

occurs between the usability and functionality of a system it decides the efficiency and 

effectiveness of that system [18]. Therefore HCI means that it is supposed to achieve 

fit between the user, machine and the service in order to obtain efficiency in quality 

and optimality. 
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3.2. AI and HCI 

 

Artificial Intelligence and Human-Computer Interaction both contribute to each other 

in vast range of research work. We can spot AI techniques in the HCI literature through 

applications of ML and DL [19].  Both of these fields have common foundations on 

conversational agents. By time AI arose more with modern and powerful techniques 

such as deep learning, making it a key technology in powering new methods for 

enhancing interaction between humans and machines 

 

3.2.1. Deep Learning 

 

3.2.1.1 Basic Definition 

 

Deep learning is an advanced technique of machine learning in AI that makes 

machines imitate humans in learning a specific type of knowledge about some natural 

behaviors and characteristics of humans. We can see applications of deep learning 

everywhere, for example in self-driving cars enabling them to distinguish obstacles, 

recognize traffic lights, and detect pedestrians. In addition there are many more 

examples in which DL is made use of such as voice control in many devices like 

phones and speakerphones. 

 

3.2.1.2. Deep Learning vs. Machine Learning 

 

DL and ML both are neural networks architectures. DL is considered as specialized 

and advanced ML where the main key difference is the fact that DL works 

automatically but ML works manually. The main difference lies within workflow and 

how the algorithms learn. In a machine learning workflow the similar features get 

extracted manually from images and then use these features to build a model that 

recognizes and classifies the objects within an image. Whereas in a deep learning 

workflow, similar features get extracted automatically. Second difference is the 

algorithms that learn the data. In machine learning the methods converge during a 

specific performance level when we add more training examples to the network model. 

However algorithms and methods in deep learning scale with data and they keep 
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improving the more we expand our data size. Figure 3.1 displays a comparison 

between ML and DL approaches in classifying vehicles. 

When choosing between ML and DL we take multiple things into consideration for 

example which one of them is more proper for the application. Thus we have to think 

about available techniques in each one, the size of the dataset, and the type of the 

problem that we’re trying to solve. DL needs large amount of data to build a successful 

model. Moreover DL may require GPUs for training the model over the data. In our 

work we deployed both DL and ML depending on the task. 

 

 

 

Figure 3.1. Comparison between approaches of ML shown on top and DL shown on 

the bottom in classifying vehicle types. 
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3.2.1.3. How Deep Learning Works 

 

A neural network that uses DL is called as deep neural network which means the 

number of hidden layers in the neural network is deepened or increased. Figure 3.2 

shows the architecture of a simple traditional neural network. The most famous deep 

neural network is the convolutional neural network (CNN) which we used in our work 

for emotion recognition from user’s face. CNN consists of 2D convolutional layers 

that extract the features automatically from images, as displayed in the figure in 

appendix A. When detecting the features of an image, the hidden layers within a CNN 

increase the complexity of these learned features starting with detecting edges in the 

first layer, then till the last learns detecting more complex characteristics like shapes 

or curves that specify the object that the network is trying to recognize. 

 

 

 

Figure 3.2. Basic Nueral Network representation consisting of interconnected 

neurons or nodes. 
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3.3. CHATBOTS 

 

3.3.1. Definition 

 

We mentioned earlier about chatbots being a shared research area between HCI and 

AI. A chatbot is a kind of AI system that became a recognized example of an intelligent 

agent in the HCI field. We also mentioned an example of a chatbot in the e-commerce 

field. Additionally chatbots can be found in other numerous areas such as health care, 

marketing, supporting systems, entertainment and cultural heritage. The chatbot 

imitates human behavior in conversation by understanding the user and responding 

back. So it is a computer program working as a separate smart entity talking with users 

through text or speech using Natural Language Processing (NLP). They are also 

known as smart bots, interactive agents, digital assistants, or artificial conversation 

entities [20]. 

 

3.3.2. Categories of Chatbots 

 

Chatbots are categorized according to different measures, ones: the aim, the domain, 

the way the input is processed and response generation technique, method chosen for 

building the bot, the provided service and the human-aid [20]. We will talk about 

some of them which concerned us in our research. 

 

3.3.1.1. Aim Classification 

 

This considers the goal that the chatbot was meant for. If the bot is aimed for providing 

information from a source it is called as FAQ chatbot. However if it is aimed for 

chatting with the user like a human then it is a conversational chatbot which is the one 

we use in our project. Bots that serve the user in a specific task such as ordering pizza 

or booking a flight, are called task-based chatbots. Even FAQ bots can be task-based 

[21, 22].  
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3.3.1.2. Domain Classification 

 

In this classification chatbots can be either open-domain or closed-domain. This 

depends on type and size of date used for training the bot. Closed-domain bots talk 

about specific subjects and particular domains which is why they may be unable to 

answer some questions. While open-domain one doesn’t focus on a particular topic 

and can chat about wide-range of topics and responds with appropriate answers [21]. 

For this work we make use of the open-domain type as we don’t aim for a specific 

topic. 

 

3.3.1.3. Response Generation and Input Processing classification 

 

This leads to three types, rule-based, retrieval-based, and generative bots [23]. Rule-

based bot is the simplest type as it is mostly created manually with human aid. It uses 

predefined set of rules for recognizing the input then answers from fixed data that is 

organized as patterns. Retrieval-based works by retrieving response candidates and is 

little bit similar to the rule-based but introduces more flexibility besides using queries 

to analyze knowledge resources using APIs [23]. The most advanced is the generative 

type because it acts more like a human by generating the answer using ML and DL 

techniques which make them so hard to build and train [23]. 

 

3.3.3. Important Concepts in Chatbot Technology 

 

The key behind the task of understanding human language is natural language 

processing (NLP) which is a part of AI, mostly depends on ML, and is responsible for 

manipulating the text or speech in order for computers to understand human’s natural 

language [24]. For understanding the meaning in the language written or spoken by 

human we use the natural language understanding (NLU) which is an important part 

of NLP and is also required in chatbots [24]. In chatbots, NLU is used to identify intent 

and entities. The intents represent the intention of the user, more specifically what the 

user wants to say, that are used by the bot to decide with action to take. An entity is 

like a keyword or a parameter value that represent a concept and lies within the 
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sentence. Entities are recognized to help clarify the intended domain to get more 

relative answer. Some examples of entities are city, weather, location, person, etc. 

 

3.4. VIRTUAL HUMANS 

 

A virtual human is computer generated character. Virtual are becoming more popular 

as they are employed in different industries, for example they can be role-players in 

training systems, guides in museums, or characters in entertainment systems. A VH 

uses AI to understand their surrounding simulated environment to know how to 

respond to it.    

 

The behaviors of virtual humans are not scripted in advance, but instead they use 

artificial intelligence to understand what is going on in their simulated world and figure 

out how to respond. They form and modify their beliefs, plans and emotions, and act 

and communicate using both natural language and non-verbal gestures. 

 

VHs should be integrated with a variety of AI technologies that includes NLU, speech 

recognition, response generation, verbal and non-verbal communication, dialogue 

management and conveying emotion [25]. This makes them beneficial for AI research. 

 

3.5. EMOTIONS IN COMMUNICATION 

 

A basic part of being human is the emotion. Emotion is a kind of reaction towards an 

event expressing the inner feeling of an individual and it is consists of multiple 

components including physiological, cognitive, affective and behavioral components. 

For example fear represents a reaction towards a threatening situation while joy 

represents reaction to something positive or to goals being achieved. 

 

The well-known emotions: joy, anger, sadness, hate, fear, pride and many more, adds 

a meaning to the virtual human experience.  HCI is focusing on making machines more 

user-friendly but we still face a problem in reaching out to the social signals that we 

give out thus the machine is unable to respond properly. 
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Therefore one way to express a feeling is facial expressions which indicates the 

intention of user and is way for displaying emotion. This is important in a human-

machine interaction to make the machine friendlier, more realistic, and more 

successful in conveying itself during a conversation 
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PART 4 

 

METHODOLOGY 

 

As machines are becoming a part of our lives it is essential to enhance the relationship 

between them and humans. The more realistic the interaction between them the more 

effective the machine and the more successful the business. Making a machine more 

humane is an advantage for any industry and requires using AI techniques to create 

natural human behavior and traits. The fact that AI improves the quality of HCI 

applications has resulted in introducing new approaches for enhancing the intelligence 

of machines in order to strengthen the communication between humans and machines. 

Chatbots and virtual humans are two powerful topics that combine between HCI and 

AI making them quite challenging and are true examples of developing this human-

machine communication. 

 

4.1. SYSTEM ARCHETICTURE  

 

We are presenting an embodied conversational agent with the capability of 

understanding and conveying emotions, talking with users and applying facial 

expressions. Relatively this requires deploying multiple neural networks models. We 

show our system structure and workflow in figure 4.1 (a) which consists of two parts. 

In the first part of our system, that is figure 4.1 (a), we have 4 four models combined 

together and that work simultaneously. These models are: speech recognition model, 

response generation model, and emotion recognition model. We will summarize the 

workflow of the system as the following: when a user chat with the avatar or the agent, 

the agent will analyze spoken sentence, generate proper response and detect proper 

emotion in order to reply with the suitable facial expression. Now let’s explain this in 

a deeper way:  
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When a user says something to the avatar we will get two inputs, the utterance that the 

user said and also the face of the user in the video frames while saying that utterance. 

These two inputs will be processed by different models. In order for the avatar to be 

able to understand what the user said and be able to reply back we convert the input 

speech to text using the speech recognition model. Then the resulted text will be fed 

to the response generator to be analyzed and generate proper reply as a text. First 

output is response as text. 

 

At the same time, we work on extracting the proper emotion for the avatar to show. 

Thus the system will process two inputs, images and text. The first emotion is extracted 

from the video frames using a CNN model, then the second emotion gets extracted 

from the response text. Having two similar emotions will not be a problem but if they 

were different then we pick the one that had larger probability. As a result we have our 

second output which is emotion as text. 

 

In the second part of the system we work on Unity’s side. We send the two outputs 

from previous part to unity as inputs. As shown in figure 4.1 (b), the system synthesizes 

the text which means generates speech for the response, also it gets the emotion to map 

the proper facial expression through blendshapes, and run the lip syncing property in 

the project. Now the avatar speaks back to the user while showing its emotion on its 

face.  
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a) Python side 

 

Figure 4.1. 1st Part of the System Archeticture showing how NN models work 

together sequentially and simultanosly. 

 

 

 

b) Unity side 

 

Figure 4.1. 2nd Part of the System Archeticture that is done within Unity Engine. 
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4.2. MODELS 

 

4.2.1. Emotion Recognition  

 

Recognizing human emotion is a key subject in the study of human-computer 

interfaces to empathize with people [25, 26, 27]. Conveying emotion has crucial 

contribution in an effective human-computer interaction [28]. Respectively as the 

agent should act realistically we aim for getting the accurate emotion to map the 

appropriate facial expression over the agent’s face while having a conversation with 

the user. For this purpose we followed two techniques to combine their results and 

during the prediction we compare the probability of predictions done by each predictor 

in order to obtain the more accurate one 

 

4.2.1.1. Text Based  

 

When talking about analyzing text then Sentiment Analysis comes to mind which is a 

method that uses Natural Language Processing (NLP) to extract beliefs, thoughts, 

views, and emotions from text but associates three categories, like "positive" or 

"negative" or "neutral", for classifying the views regarding a text [29]. Following same 

scheme we get the idea of emotion recognition which involves analyzing the text and 

recognize what type of emotion it implies. 

 

Our agent will respond to the user with a sentence. Therefore we employ an NLP 

model that analyses this response to detect the hidden emotion within the text and 

relatively produce the proper facial expression of that emotion. For this purpose we 

fine-tuned Google’s BERT (Bidirectional Encoder Representations from 

Transformers) pre-trained model that is recently introduced by Google AI language 

researchers as a Machine Learning technique consisting of state-of-the-art methods for 

NLP tasks [30]. We wrap the model by Ktrain framework [31] that helps in training 

BERT easily and quickly.  

 

The reason for choosing BERT is because it’s pre-trained on a huge corpus giving it a 

large knowledge repository, can be fine-tuned for specific NLP purposes, and its deep 
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bidirectionality allows Bert to learn information from both sides, right and left, of 

context within training step which all utilizes adapting it for achieving NLP tasks [32]. 

Figure 4.2 gives a small background about Bert architecture and how it analyzes a 

given utterance.  

 

 

 

Figure 4.2. Logic of BERT. BERT captures both the left and right context (left). 

Architecture of BERT (right) [51]. 

 

We used for fine-tuning the model a dataset that was actually created by combining 

three other datasets: dailydialog, emotion-stimulus, isear. This results in 5 main 

emotion labels: joy, sad, anger, fear, and neutral. The model achieved acceptable 

overall accuracy which is 0.83. Other evaluation measures are shown in table 4.1. 

 

Table 4.1. Evaluation measures for text-based emotion recognition model. 

 

Accuracy F1-score Precision Recall 

0.83 0.83 0.83 0.83 

 

4.2.1.2. Video Based 

 

Another approach is to make the agent draw an expression similar to the user’s 

expression by understanding how the user feels. For an appropriate reaction towards a 

human the computer or the agent will detect the emotion through the expression 

revealed over the human’s face because it is asserted that video based facial 
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expressions is the most informative method for the machine’s perception towards 

emotions. [33]. 

 

This part of work requires using two models. First model is a Cascade Classifier 

provided by OpenCV that is responsible for object detection for detecting the user’s 

face. Second model is a Convolutional Neural Network (CNN) model for features 

extraction and classification. For this purpose we train one of ImageNet’s pre-trained 

models [34] which is Xception model [35] that’s pre-trained on ImageNet database. 

ImageNet is an image recognition project that aims for classifying an image up to 1000 

various categories. ImageNet’s Xception model consists of 29 layers and is actually 

extended from the Inception model architecture but uses depthwise separable 

convolutions instead of the standard Inception modules therefore It scored higher 

accuracy than other models like VGG16, VGG19, ResNet50 and Inception V3. We 

illustrate the workflow of this model in figure 4.3 and the architecture in figure 4.4. 

 

 

 

Figure 4.3. Flowchart showing the steps of video-based emotion recognition. 

 

 

 

Figure 4.4. The architecture of layers of the Xception model used for recognizing 

emotion from video. 
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The fer2013 dataset was used for training this model. In each frame each detected 

facial expression will be classified into one of the following classes: "angry", 

"disgust", "scared", "happy", "sad", "surprised" and "neutral". We applied the 

evaluation methods again on this model and we got an accuracy of 0.76 and other 

measures are displayed in table 4.2. 

 

Table 4.2. Evaluation measures for video-based emotion recognition model. 

 

Accuracy F1-score Precision Recall 

0.76 0.75 0.83 0.68 

 

4.2.2. Dialog Generation  

 

To understand the structure of ParlAI we make that clear in figure 4.5 showing that it 

is depending on seven divided directories which include: core, agents, scripts, tasks, 

zoo, mechanical turk and chat service. The core is where the whole primary code of 

the framework lies. Agents refer to different concepts, for example it could be a bot 

that repeats back what you say, or dataset being read, a tuned neural network or 

something that interacts and send messages. Tasks directory has different tasks or 

datasets. ParlAI has more than 20 datasets. We can see them in figure 4.6 divided into 

5 categories or tasks. The zoo directory leads to download pre-trained models from 

zoo model. MTurk has code to setup Mechanical Turk. And finally the chat service 

directory has code to interface with chat services. 

 

 

 

Figure 4.5. Main concepts in the structure of ParlAI framework. 
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Figure 4.6. The 20 conversation tasks or types of datasets for ParlAI framework. 

 

In addition another important concept is teachers. A teacher is a kind of agent that will 

talk to the learner for example a teacher will implement a task from the previously 

mentioned tasks. ParlAI provides multiple projects in the projects directory. For the 

open-domain chatbot we make use of the Blender project which is a collection of 90M, 

2.7B and 9.4B parameter models and are fine-tuned on BST dataset [39]. The BST or 

the Blended Skill Talk is a dataset containing about 5k conversations, and includes 

three qualities within these conversations which are personality, empathy and expertise 

in order to make the conversational agent has the capability of being more engaging, 

knowledgeable and empathetic.  

 

Actually each of these capabilities has its own dataset and the BST combines them all 

together, being engaging from ConvAI2 dataset [40], being empathetic from 

Empathetic Dialogs (ED) dataset [49], and being knowledgeable from Wizard of 

Wikipedia (WoW) dataset [50]. The ConvAI2 dataset has conversation where the two 

agents get roles describing their persona. WoW dataset involves discussions about a 

specific topic deeply in order to show deep knowledge about that topic. The ED 

includes conversations with emotional situations where one talks to describe a personal 

situation while the other’s role is to listen and to show empathy during the 

conversation. 
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The model that we chose is the Generator model which in its architecture is nearly 

equivalent to the standard seq2seq model introduced by [38] but more huge providing 

three parameter sizes (90M, 2.7B, 9.4B) all fine-tuned on the BST. Rather than 

retrieving the responses from a fixed dataset, the Generator generates the responses. 

We employ the 90M model for our project. Figure 4.5 shows an example of 

conversation held between a user and the chatbot. 

 

 

 

Figure 4.7. A sample conversation between a user and ParlAI chatbot. 

 

4.2.3. Speech Models 

 

4.2.3.1. Speech to Text (Speech Recognition) 

 

In order to convert speech to text, the speech must be converted with a microphone 

from physical sound to electrical signal. Then once an analog-to-digital converter 

converts it to digital data, models can start working on audio to convert as a text. 

 

Hidden Markov Model (HMM) is a popular approach for handling speech recognition 

tasks. Fortunately there are Python APIs that provide speech recognition services. 

Through python we can get speech recognition packages such as PocketSphinx, 

Google cloud speech, Watson developer cloud and SpeechRecognition. 

 

From the previously mentioned packages we pick the SpeechRecognition which acts 

as a wrapper for multiple speech APIs such as the Google web speech API. The Google 

web speech API supports default API key integrated into the Speech Recognition 
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library. To choose the Google web speech API we set for the Recognizer class the 

recognize_google() method. 

 

4.2.3.1. Text to Speech (Voice Synthesizing) 

 

In order for the agent to respond to user we need to synthesize the speech which means 

producing audible output from the speech. We preferred using a Unity’s plugin to 

synthesize the speech from within Unity instead of deploying a model like Wavenet 

[41]. For this purpose we found “Microsoft Windows Text-to-Speech API” plugin [42] 

which means it is designed for Windows only because it is created by building a 

wrapper around Microsoft Speech API in Unity that is a Windows COM capability 

appeared for the first time in Windows Vista. When the virtual human application in 

Unity starts running this wrapper starts working by starting the text-to-speech engine 

then reads the text as speech through provided function. 

 

4.3. THE VIRTUAL HUMAN PROJECT  

 

The virtual human project [43] created by Geoffrey Gorisse is a toolkit built for 

animating realistic virtual human in Unity engine. It is provided with muitlple aspects 

such as blendshapes for facial expressions, script for lip syncing using the user's voice, 

and gaze control. The project consists of two characters created with character creator 

3.  

 

4.3.1. Face Animations  

 

Animating the agent’s face involves drawing the facial expression in respond to the 

relative emotion and applying the lip movement to synchronize it with the speech when 

the agent speaks. 
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4.3.1.1. Facial Expressions for Conveying Emotions 

 

The perception, intent, verbal and nonverbal expressions of a human are expressed 

effectively through emotional facial expressions thus this part of work is key major for 

completing the project. Multiple techniques have been introduced to generate 

animations like blendshapes [44, 45], bone positions or facial action coding system 

(FACS) [46]. 

 

Blenshapes are well-known technique within digital productions. We can define a 

blend shape as a geometry deformation for creating looks for the mesh which means 

it is originally a group of deformed versions of the mesh blended together with the 

neutral or the normal version of the mesh. Besides being practical for representing 

various appearances for models, such technique is also very effective and common in 

animations and facial expressions. To create expressive facial animations, facial 

expressions and muscle actions, a blend shape is represented as a linear weighted sum 

of the target face [47]. 

 

In the virtual human project we can configure 6 facial expressions for the basic 

emotions according to Ekman basic emotions [48]: Happy, Sad, Angry, Fear, Surprise, 

and Disgust. We access the emotions through coding for applying proper facial 

expression during a conversation between the user and the virtual human. 

 

4.3.1.2. Lip Syncing 

 

Lip synchronization means matching lip movement with the speech sound. Lip syncing 

consists of combining three main stages which are: facial muscle movements, 

phonemes and visemes. We will give a brief explanation about each one of them: The 

phoneme is the smallest unit in language like the m sound in Mother and th in thread 

whereas visimes are the visual representations of phonemes and are used for 

approximating visual similarities between phonemes. Therefore the hierarchy of facial 

muscle movements, phonemes and visemes generates the following workflow: facial 

muscle movements create the phonemes, and phonemes consequently turn into 
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visemes. To understand the logic behind visemes please refer to the visemes reference 

available in the figure appendix B.  

 

Though the virtual human project provides lip synchronization to be generated both in 

real time and from a prerecorded audio clips, we aim for the real-time lip animation 

which means synchronizing sound in live from a microphone input with accurate lip 

movement to accomplish a virtual computer generated human which accordingly is 

done through blend shapes again. 

 

4.4. INTEGRATING INTO UNITY  

 

To achieve this we make use of communication protocols in networking, for example 

we send the resulted data of a specific model to a port through sockets in python and 

then we use UDP client in Unity to read this data from a socket. Figure 4.8 shows a 

summary of the connection created between Python and C#. We have emotion and 

response as text data to be sent from python to C# in Unity. Thus C# client will send 

a connection request to Python server and when accepted the server creates a thread 

for the client that runs in background for listening for the requests. For each server-

client a socket will be responsible for send and receiving the data between them. The 

rest of the output process will be held within Unity C# scripts. For more clear 

representation of python implementation for UDP connection with please refer to the 

figure appendix C.  

 

All models were combined in one python virtual environment using Anaconda’s 

command prompt and were called respectively from one python script. Using this 

method models will keep on running and giving results in real-time interaction with 

the agent.  
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Figure 4.8. The diagram shows how data is sent from Python to C# through UDP 

connection. 
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PART 5 

 

SUMMARY 

 

5.1. CONCLUSION  

 

Enhancing the communication between humans and machines is a challenging concern 

in the HCI field and is quite important as machines are now a part of our lives serving 

us in all industries. To achieve greater results and effects on users the machine or the 

bot should mimic the natural human behavior and also hold humane aspects such as 

human-look, voice, chatting, emotions, gestures, and expressions. Emotion plays a big 

role in conversations because understanding the feelings of other achieves successful 

relationship besides that emotions control people and affect them greatly. 

Thus this will achieve utmost realism in bots. 

 

 AI empowers HCI to reach this goal through state-of-art techniques such as DL as it 

is responsible for creating the modalities that will make the machine behave as a 

human.  For every aspect a neural network model will be built to learn then employed 

in the machine.  

 

We tried achieving this purpose through combining a virtual human with multiple 

models each responsible for understanding speech, generating speech, understanding 

emotion, generating emotion and chatting. However reaching the best and most real 

interaction requires more research and work because making a machine intelligent well 

enough requires learning many more human behaviors.  
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5.2. DIFFICULTIES 

 

The task of building a system consisting of multiple machine learning or deep 

learning models working together is quite challenging due to being time consuming, 

requiring fast GPU, at least 7th generation (Intel Core i7) of CPU and large size of 

RAMs. Aside from that there is the complexity of building such models which is 

why we built some, fine-tuned others and employed them. We list the difficulties that 

we faced in our work as the following: 

 

1. Compatibility. Different models mean different versions of libraries and 

packages depending on when they were built and what versions they were suited 

to work with. Putting all of the models in one environment required a lot of time 

for configuring how to provide the right versions for each one along with making 

them compatible with each other. 

 

2. Latency. We are getting the results late from some models such as generating a 

response for the user. The reason is the requirement of powerful machine being 

able to handle all this heavy work running on it. Despite this latency we were at 

least able to improve that our project worked fine connecting all models together 

simultaneously. 

 

3. Inaccuracy. Some models, such as the speech recognition, weren’t able to 

provide us with the optimal accuracy in results and this is normal because no 

model is ultimately perfect or 100% accurate. Though such cases affect the work 

of our system by providing wrong input.  

 

4. Time consumption. Any AI project requires a lot of time to make working in 

absolute perfectness. For building the models, training them, searching for right 

ones, trying different solutions, trying different techniques, fixing errors and etc. 

all of these consume too much time which resulted in less accuracy and less ideal 

results.
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APPENDIX A. 

DETAILED CNN ARHETICTURE 
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Figure Appendix A. Example CNN. For each training image Filters with different resolutions are applied , and the output of each convolved 

image is the input to the next layer.
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APPENDIX B. 

VISIMES REFERENCE CARD FOR LIP SYNCING. 
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Figure Appendix B. Visemes Reference Card [43]. 
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Figure Appendix B. Visemes Reference Card. (Continuing) [43]. 
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APPENDIX C. 

IMPLEMENTATION OF UDP COMMUNICATION IN PYTHON. 
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Figure Appendix C. Python implementation for UDP connection
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