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ABSTRACT 

 

M. Sc. Thesis 
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Karabük University 

Institute of Graduate Programs  

The Department of Computer Engineering 

 

Thesis Advisor: 

Assist. Prof. Dr. Zafer ALBAYRAK 

January 2022, 62 pages 

 

Distributed denial-of-service (DDoS) attacks are almost always placed at the top of the 

hierarchy of attacks facing networks and Intrusion Detection Systems (IDS). For the 

reason that these attacks cause servers to fail, causing users to be inconvenienced when 

requesting service from those servers, as well as causing the company's reputation to 

suffer and revenue to be lost. Therefore, this study suggested a modern method that is 

constructed from two of the best deep learning algorithms. Therefore, this study 

suggested a modern method that is constructed from two of the best deep learning 

algorithms to detect DDoS attacks more accurately, namely the CLSTMNet. The 

CLSTMNet architecture was composed of seven layers that were compacted from the 

Convolutional Neural Networks (CNN) layers and the Long Short-Term Memory 

(LSTM) layers. The performance of CLSTMNet was compared with the performance 

of both CNN and LSTM by applying them to the NSL-KDD dataset. The performance 

evaluated utilizing four metrics: accuracy, precision, recall, and F1 score. 

Experimental results illustrated that CLSTMNet had outperformed compared to others 
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in all metrics. When compared to most previous work that used various machine 

learning algorithms, our model has the highest accuracy. 

 

Key Words : DDoS, IDS, machine learning, deep learning, CNN, LSTM, NSL-

KDD. 

Science Code :  92403 
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Yüksek Lisans Tezi 

 

DDOS ATTACK DETECTION BASED ON MACHINE LEARNING 

 

Ahmed Sardar Ahmed ISSA 

 

Karabük Üniversitesi 

Lisansüstü Eğitim Enstitüsü 

Bilgisayar Mühendisliği Anabilim Dalı 

 

Tez Danışmanı: 

Dr. Öğr. Üyesi Zafer ALBAYRAK 

Ocak 2022, 62 sayfa 

 

Dağıtılmış hizmet reddi (DDOS) saldırıları, ağlara ve Saldırı Tespit Sistemlerine 

(STS) yönelik yapılan saldırıların başında gelmektedir. Bu saldırılar sunucuların 

hizmet dışı kalmasına, kullanıcıların bu sunuculardan hizmet almasında sıkıntı 

yaşamalarına; ayrıca firmaların itibar ve gelir kaybetmesine neden olmaktadır. Bu 

nedenle bu çalışma en doğru sonuçlar veren iki derin öğrenmesi algoritmasından 

oluşturulmuş bir yöntem önermektedir. Bu yöntem CLSTMNet olarak önerilmiştir. 

CLSTMNet mimarisi evrişimsel sinir ağları (CNN) katmanlarından ve uzun-kısa süreli 

(LSTM) algoritmasının performansı ile NSL-KDD veri setine uygulanarak 

karşılaştırılmıştır. Performans kriteri olarak doğruluk, kesinlik, hatırlama ve F1-score 

değerleri alınmıştır. Yapılan deneysel sonuçlarda CLSMNet yaklaşımının tüm 

metriklerde mevcut algoritma yaklaşımlarına göre en iyi performans değerlerine 

ulaştığı görülmüştür. 
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PART 1 

 

INTRODUCTION 

 

1.1 OVERVIEW 

 

Nowadays, the use of the Internet is growing tremendously. 4.66 billion is the number 

of people who utilized the Internet in January 2021 [1]. It indicates that the number of 

computers and systems connected to the outside world is significant, which introduces 

vital security concerns. Since there are no perfectly secured systems, security 

components such as Intrusion Detection Systems (IDS) have to be introduced. The 

IDS can be defined as a system for detecting attacks quickly in the absence of human 

help. 

 

The significant challenge that has been a concern since the first IDS was introduced is 

the misclassification due to the low accuracy of detecting an attack and the inability to 

identify modern attacks [2]. Researchers have been working on this issue as it adds a 

burden to security analysts. Such a burden can lead analysts to ignore severe 

cyberattacks unintentionally. IDSs have to know all the types of attacks and deal with 

each type individually. One of the most important of these attacks is the Denial of 

Service (DoS) and Distributed Denial of Service (DDoS) attacks. DoS attacks happen 

after many resources (e.g., memory, CPU time) are consumed, which is because of 

generating a large number of requests to a target at the same time. Therefore, it makes 

the service unavailable to legal users. Rather than DoS attacks, DDoS attacks occur 

when more than one device or computer generate a huge amount of demand for service 

at the same time. These computers or devices, called botnets, are controlled by the 

attacker. Consuming network bandwidth and buffer memory are the prime objectives 

of an attacker in the case of DDoS attacks [3]. 
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To solve the mentioned challenges, researchers have been working on improving 

DDoS detection systems or other IDS by introducing machine learning (ML) 

techniques. In the case of intrusion detection systems, machine learning algorithms 

rely on analyzing massive data sets to gather useful information, such that they can 

detect abnormal behavior on the network [4]. The information gathered from the data 

sets can be used to enhance detection systems. It can be achieved by training the 

algorithms; hence, allowing the security analysts to gain the desired level of 

satisfaction in regards to the misclassification. On the other hand, machine learning 

algorithms are mainly based on a data set, so they stay a little slow when the data set 

is very large and faces new attacks. Also, the ML algorithms aren't robust enough to 

learn [5]. Therefore, researchers have turned their attention to deep learning (DL), 

which has recently been used as an IDS and has possessed successes in this field [6]. 

 

In recent years, the notion of deep learning, which mimics the human brain, has arisen 

as a new area of study. DL is not just in the IDS field, but also speech recognition, 

image processing, and language translation are just a few of the fields where it has had 

effectiveness [7]. In spite of the existing DL model's being better than other models in 

terms of analyzing and speed, a DL algorithm alone can't properly invert 

multidimensional attribute interconnections [8]. Therefore, the current thesis 

hybridizes two of the most common deep learning algorithms, the Convolutional 

Neural Network (CNN) and the Long Short-Term Memory neural network 

(LSTM), generating a novel method called the CLSTMNet. CNN was utilized to auto-

select features [9]. LSTM was utilized for prediction [10]. The CLSTMNet was 

designed to achieve high performance in detecting DDoS attacks by relying on its own 

architecture, which is composed of seven layers. 

 

1.2 MOTIVATION 

 

Today’s networks are not perfectly secured [2], as new technologies emerge, and 

continuous change in network infrastructure occurs, new security challenges appear. 

Therefore, to cope with these challenges, multiple layers of security have to be 

designed securely, i.e., an appropriately defense-in-depth infrastructure has to be 

deployed. 
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One of these security layers is the Network Intrusion Detection System. An IDS helps 

in notifying if there is an ongoing sophisticated attack. Alternatively, if an attack was 

conducted earlier and by whom, indicating that it also helps in identifying the 

adversary and its actions. 

 

Intrusion Detection Systems have to be continuously enhanced so that they are up-to-

date and can detect new attacks. However, although a large number of studies have 

aimed to improve intrusion detection, there are still challenges to building such 

systems with high efficiency. For this reason, the research on IDSs should be specific 

to one type of attack in order to know the accuracy of attack detection and which 

method is best for this type of attack. Therefore, this thesis will mainly focus on DDoS 

attack detection, benefiting from deep learning algorithms. 

 

1.3 PROBLEM STATEMENT 

 

Complex issues, such as image recognition and machine translation, can be solved by 

learning significant data and have shown a lot of success in the processing of large 

data sets by deep learning [11]. Deep learning algorithms have outperformed human 

specialists in several cases. Transferring the technology for task DDoS attack detection 

has an inspirational effect on us. 

 

Like in other application areas, for using deep learning on network intrusion detection, 

two major tasks are involved: deep learning model construction, deep learning model 

training and evaluation. We have identified two problems that are specific to the 

designs of deep learning for network intrusion detection. One is that few training 

datasets are available and there are insufficient training data in the datasets, which may 

make network training and evaluation not effective. The second issue is that most 

existing deep learning models either have a low detection accuracy or computational 

complexity, which as a whole presents a compromised detection efficiency. Therefore, 

in this thesis we particularly target these two problems. 
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1.4 OBJECTIVE 

 

The objective of this research is to create a novel deep learning method that detects 

DDoS attacks more accurately. Generating this method from the combination of two 

of the best deep learning algorithms and comparing their performance with that of 

those algorithms' performance by implementing them on the most challenging dataset, 

the NSL-KDD dataset. Furthermore, comparing the accuracy of this method with the 

accuracy of many state-of-the-art methods that were applied to the same dataset. 
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PART 2 

 

LITERATURE REVIEW 

 

 

In this part of the study, a review of the many previous published works that were 

relevant to the NSL-KDD dataset was demonstrated. The reason is that I want to make 

a comparison between my results and their results in Part Five. These works included 

various techniques for detecting DDoS attacks. Furthermore, there are 18 of these 

works, which are organized by year.  

 

In 2013, the researchers [12] studied the NSL-KDD dataset, which solves some of the 

problems that are found in KDD cup99. The findings of the study showed that the 

NSL-KDD dataset is extremely beneficial for comparing various intrusion detection 

algorithms. The utilized methodology uses all of the dataset's 41 features to assess the 

potential for patterns of intrusion, but doing so takes time and impairs system 

performance. The dataset contains features that are unnecessary for the process, and 

other features that are irrelevant to the specific attack. In this case, the CFS Subset is 

used to simplify the dataset, making it easier to handle. With and without extracting 

features, it was completely obvious that Random Forest was superior to all of the other 

algorithms in both cases. This analysis demonstrated that Random Forest is capable of 

speeding up the training and testing methods for intrusion detection, which is critical 

for network applications such as network security. Random Forest was also capable of 

providing the highest testing accuracy possible in the case of reduced feature sets. 

 

An ensemble of neuro-fuzzy classifiers presented by Boroujerdi and Ayat [13] in 2013 

was a mix of complex classifiers with a simple and efficient boosting approach to 

accelerate DDoS attack detection. In terms of accuracy, this approach was superior to 

the standard machine learning methods used in intrusion detection systems, with lower 
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false alarm rates. Additionally, the design significantly increased computing efficiency 

by redistributing workload between classifiers while employing the capabilities of 

each classifier to recognize a certain type of attack while utilizing a special collection 

of features throughout the detection process. 

 

In2015, Dhanabal and Shantharajah [14] conducted an analysis and evaluation of the 

NSL-KDD dataset in order to determine the effectiveness of different classifiers in 

anomaly detection in network traffic patterns. Additionally, they've studied the links 

between commonly used network protocol stacks and the various types of intrusion 

activities that hackers use to craft abnormal network traffic. A data mining tool known 

as WEKA was used to perform the analysis. The study concluded that by using figures 

and tables to visually examine the NSL-KDD dataset, researchers gained a solid 

knowledge of the dataset. It was also an important piece of information that the vast 

common of attacks employed the inherent shortcomings of the TCP protocol. 

   

Yusof et al. [15] made it possible to create an effective IDS by employing a feature 

selection technique with ML in 2017. The utilized approach is a blending of two 

feature selection techniques: consistency subset evaluation (CSE) and DDoS 

characteristic features (DCF). Some feature selection techniques, like as CSE and 

DCF, are utilized to locate the most important features in the NSLKDD dataset for 

DDoS attacks. The full DDoS feature used is 1,2,3,4,5,6,7,8,10,14,23,29,30,32,33 and 

36. The experiment results show that their proposed model outperforms these other 

four feature selection techniques (i.e. IG, chi-squared, gain ratio and CFS) in terms of 

accuracy and performance. 

 

Kushwah and Ali [16] suggested an approach that was made up of an artificial neural 

network and a black hole optimization algorithm for detecting DoS assaults in clouds 

in 2017. The NSL-KDD dataset, which had 12,500 training samples and 2,597 test 

samples, was used for the studies. Ten trials were conducted. The highest level of 

accuracy was reached, at 96.30 percent. 

 

In 2017, Igbe et al. [17] suggested an algorithm relying on the Artificial Immune 

System (AIS) called the Dendritic Cell Algorithm (DCA). This algorithm was utilized 
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for recognizing DDoS assaults, which was the cause of damaging the network many 

times. Incoming network traffic is classified into two categories: "regular" and 

"DoS/DDoS attack". Based on their results, their technique has great accuracy for 

detecting DoS and DDoS attacks. 

 

Derakhsh et al. [18] for recognizing DDoS assaults on clouds offered a genetic 

algorithm (GA) as a feature selection in 2018. The researcher utilized a Bernoulli 

Naïve Bayes ML algorithm for classifying attacks. On the other hand, the achieved 

performance was low. 

  

In 2018, Hoon et al. [19] published a paper that present new information about the 

performance of various learning methods in detecting DDoS attacks, and also how the 

parameters will actually effect the model's performance. All experiments were 

conducted by utilizing two data mining tools, H2O and WEKA. In the end, the 

researcher performed a comparison between many algorithms in terms of accuracy. 

The Distributed Random Forest (DRF) obtained a high accuracy rate. 

 

In 2018, Idhammad et al. [20] suggested a method relying on three feature selection 

techniques and an ensemble classifier. The feature selection techniques were: 

information gain ratio, co-clustering, and entropy estimation. Also, the utilized 

ensemble classifier for classifying DDoS assaults was the Extra-Trees classifier. Three 

famous datasets were used to carry out a number of experiments in order to evaluate 

the method's efficacy: the UNSW-NB15 dataset, the UNB ISCX 12 dataset, and the 

NSL-KDD dataset. In the end, when compared to previous published work on 

detecting DDoS assaults, the experiment's results were satisfactory in terms of 

accuracy. 

 

In 2019, researchers [21] suggested a semi-supervised ML method relied on 

hybridization of unsupervised and supervised techniques, and compared it with them 

in terms of the performance of detecting DDoS attacks. Unsupervised part consists of 

some estimation steps including clustering which reduces the false positive rates and 

increases the accuracy by reducing irrelevant data. In supervised part Random forest 

(RF) algorithm was used to accurately classify the DDoS attack data and it also reduces 
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the false positive rate of unsupervised part. By implementing it using the Python 

programming language, the accuracy obtained for this approach is 93% which is better 

compared to 81% supervised and 57% unsupervised. 

 

In 2019, Mukhametzyanov et al. [22] suggested the neural network (NN) method that 

consists of only one hidden layer. The architecture of this method was composed of 

eleven neurons in the input layer, thirty-three neurons in a single hidden layer, and an 

output neuron. This NN model was applied on the analytical platform Deductor. 

During training, the accuracy of classification was 97.94 percent. However, during 

testing, the accuracy of classifying was 97.87 percent. Thus, the neural network model 

is good at recognizing DDoS attacks, which makes it an adequate model for the IDS. 

 

In 2019, Verma et al. [23] suggested a hybrid method consisting of Mean Absolute 

Deviation (MAD) thresholding and RF to extract DDoS attacks from a legal request. 

The MAD was utilized as a feature selection technique, and RF was employed as a 

classifier. It had the ability to divide the DDoS attacks depending on their own system: 

UDP, TCP, and ICMP. Using MAD-RF, they achieved an accuracy of 98.226 percent, 

a detection rate of 98.066 percent, a false alarm rate of 0.019 percent, a precision of 

98.34 percent, and an F1-score of 0.983 percent. As well, the utilized feature selection 

strategy was also found to perform better than the proposed strategy after comparing 

with them. 

 

In 2019, Azizi and Hosseini [24] suggested a hybrid framework. The researchers 

separated processes on two sides to detect DDoS attacks quickly: client and proxy. 

Moreover, each side did its own work. The data collection, the feature extraction, and 

the divergence test were done on the client side. On the proxy side, the following 

algorithms were utilized: k-nearest neighbors (K-NN), decision tree (DT), random 

forest (RF), the naïve Bayes (NB), and multilayer perceptron (MLP). There were a 

variety of feature selections because each algorithm extracted a varied set of features. 

Also, each algorithm evaluated their features depending on their specified features. 

The researchers suggested using the KNIME platform to apply their experiments. RF 

achieved higher performance when applied to the employed datasets, the dataset made 

available by Alkasassbeh et al. [25] and the NSL-KDD dataset. Additionally, behavior-
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based attacks were detected across a wide range of scenarios. In the end, the 

researchers utilized various classifier algorithms rather than utilizing only one, which 

improved the capability to recognize unknown attacks. 

 

Das et al. [26] suggested a network IDS (NIDS) by employing an ensemble method 

for classification and also by minimizing the dataset features in 2019. When they 

carried out their experiments, they used the NSL-KDD dataset with a decreased 

number of features, down to 24, in order to better detect DDoS attacks. As a result of 

their domain expertise, they selected the most relevant features that can only have an 

impact on a DDoS attack and no other type of attack. The complete list of DDoS 

features that were used is as follows: 2, 3, 4, 5, 7, 8, 10, 13, 23, 24, 25, 26, 27, 28, 29, 

30, 33, 34, 35, 36, 38, 39, 40, and 41 (in that order). They selected MLP, SMO, IBK, 

J48, and IBK classifiers from a variety of classification families in order to create a 

diverse set of classifiers. 10-folds of cross-validation in combination with voting for 

the majority serves to bind classifiers together. Using an NIDS with reduced feature 

set, they claim to be able to successfully detect 99.1% of DDoS attacks. 

 

In 2020, Ma et al. [8] suggested a unique DL method to improve Internet of Things 

IDS (IoT-IDS). The suggested DL method was the CNN, depending on the attributed 

fusion mechanism and Cross Categorical Entropy loss function. Moreover, this CNN 

was comprised of multiple layers, and each layer had various neurons.  TensorFlow 

was used in the implementation of the model, and experiments on the NSL-KDD 

dataset have been performed. The experiment demonstrated that the proposed 

methodology outperformed previous methods that used CNN, support vector machines 

(SVM), DT, Bayesian classifiers, KNN, and recurrent neural networks (RNN). 

 

In 2020, Prathyusha and Kannayaram [27] suggested an approach relying on AIS to 

recognize and decrease DDoS assaults in cloud computing. This approach's initial 

contribution was to define and study the most relevant DDoS attack features. This 

methodology was very different from the traditional ones, as it determines and 

analyzes the probable features that may be used in a DDoS attack in the NSL-KDD 

dataset. The mechanism's evaluation depends on factors like the accuracy, precision, 

specificity, and sensitivity that apply to virtualized systems. The conclusion from this 
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method is that the simulation of the AIS can be an excellent strategy for improving 

classical defenses for DDoS attack detection in cloud computing. Considering this 

research results, this approach is moving ahead with the research that leads to the first 

stages of new research areas. 

 

In 2020, Bhardwaj et al. [28] suggested an approach that uses two techniques: one for 

classification that was represented by the deep neural network and another one 

for feature selection that was represented by the auto encoder. They first created a 

naive system by putting the parameter values randomly, then they enhanced it by 

changing them. They implemented their work by applying it to the CICIDS2017 

dataset and the NSL-KDD dataset. Finally, they evaluated their findings with the 

previous published work; the obtained accuracy was equal to 98.43% for the NSL-

KDD dataset and 98.92% for the CICIDS2017 dataset. 

 

In 2020, Bagyalakshmi and Samundeeswari [29] suggested two feature selection 

techniques: Principal Component Analysis (PCA) and Learning Vector Quantization 

(LVQ). The first one is for reducing dimensions, and the second one is for filtering. 

The number of features selected by PCA was equal to 21, and the number of features 

selected by LVQ was equal to 20, out of 42 features in the NSL-KDD dataset. Then 

the result was classified by SVM, DT, and NB. After that, the resulting classification 

capability of each model is measured and compared. The findings demonstrated that 

the LVQ-DT has the best performance.  
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PART 3 

 

THEORETICAL BACKGROUND 

 

3.1. INFORMATION SECURITY 

 

Information security revolves around going through certain phases to strengthen the 

security posture in a system [30]. As a goal, information security attempts to protect 

Confidentiality, Integrity, and Availability (the CIA triad). Confidentiality means the 

information is not readable by those who are not authorized, where the goal of integrity 

is to protect data from being modified. Availability is the ability to access certain 

information when needed by those who are authorized. 

 

3.1.1. Information Security Process 

 

In the process of information security, there are three main categories, which are 

prevention, detection, and response. In order to have a secure system, each phase 

requires maintenance, analysis, and organizing strategies to move to the next phase. 

 

3.1.1.1. Prevention 

 

In this phase, security policies, awareness training, and access controls must be 

designed and conducted to prevent attacks [31]. These procedures have to be 

implemented early on as they are related to each other. Security policies are high-level 

security measures conducted by organizations to achieve desired security objectives . 

Moreover, security policies are based on three main categories, which are physical 

controls, logical controls, and administrative controls [32]. 
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Awareness training is a very critical control [31]. Organizations always try to educate 

their employees to avoid being victims of cyberattacks. Awareness training programs 

highlight the importance of security, how to avoid being a subject for attacks, 

providing knowledge of best practices (passwords, email, remote work, secure 

browsing, etc.), how to report a security issue, and so on . 

 

Access control [30] provides an identity and a specific level of authentication and 

authorization to each user. An identity is a unique identifier, and in order to use specific 

resources in a system, the identity has to be authenticated or validated by three main 

factors, "something you know, something you are and something you have". Based on 

the provided information, a certain level of authorization will be given. 

 

3.1.1.2. Detection 

 

This phase is an essential one, as defending the network against malicious attacks is 

one of the most critical procedures and must be handled by network administrators and 

security analysts [30]. One technology that can be used to discover intrusions is an 

intrusion detection system (IDS). As mentioned earlier, intrusion detection systems 

always have to be improved because no matter how secure the system is, there will 

exist attacks that are capable of compromising the system. An IDS is capable of 

detecting a conducted attack, for instance, by checking the signatures, and modified 

files and configuration. Nevertheless, when an attack or a breach occurs, the IDS alerts 

the network’s administrators, then they have to follow a response plan, as will be 

discussed shortly. 

 

3.1.1.3 Response 

 

Organizations have always to be prepared for an incident to defend their systems [31]. 

It can be achieved by establishing an incident response strategy. A response plan must 

describe which procedures to be taken during an incident. Furthermore, for each type 

of incident, there must be a specific type of response depending on the threat level. 

During the response phase, several steps must be conducted, including containment, 

eradication, and recovery. These steps revolve around selecting a strategy to contain 
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an attack, gathering shreds of evidence to support incident response documentation , 

identifying attackers, and eradicating the incident impact on business operations. 

 

3.1.2. Intrusion detection system IDS 

 

Intrusion detection is a possible way of avoiding an attacker from performing a 

distributed denial of service (DDoS) attack in a secured network. An excellent 

intrusion detection system is the system can recognize a new DDoS speedily 

and without the need for human assistance. IDS can be divided into Host Intrusion 

Detection System (HIDS) and Network Intrusion Detection System (NIDS), each of 

which include the following. 

 

• HIDS: A network device or workstation can implement this type of IDS. HIDS 

is capable of protecting one device from a DDoS attack, however it does not 

provide network monitoring. 

• NIDS: is an IDS designed to protected network, and its used identify and 

classify whole network traffic from all nodes. Figure 3.1 illustrates the 

different between HIDS and NIDS structure. 

 

 
 

Figure 3.1. HIDS and NIDS structure [33] 
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IDS can be used to identify and classify network traffic either using signature-based 

or anomaly-based methods. Anomaly-based approach is used to compare network 

traffic flow with previous baseline data, and as a result, it requires training data in order 

to perform logically and effectively. While a signature-based (also known as misuse 

detection), each individual packet is exposed to a signature-based focus, which is then 

compared to a previously stored signature or identified attack for verification. For 

anomaly-based recognition, training data is required; for signature-based recognition, 

a previously-stored signature is required. In additional, the detection rates of signature-

based IDS are high for known intrusion but, not able to detect the unknown attacks 

[34]. 

 

3.1.3. Attack classification 

 

Network intrusions can compromise the integrity, confidentiality and availability of a 

system. The increasing variety of networks makes the intrusions become more and 

more advanced, non-repetitive and highly concealed. Some typical attacks are Denial 

of Service, Trojan, Worm, Backdoor and User to Root. A short description of each 

attack is given below. 

 

• Denial of Service (DoS) and Distributed Denial of Service (DDoS) attacks are 

the most common attacks in network communications. The attacks can flood a 

system or a network server by sending enormous volume of illegitimate 

network traffic packets, making the service of the system or the network server 

unavailable to the legitimate users and causing substantially economic losses 

to the service provider. The denial of service is a broad attack and can be 

launched in many ways. 

• Trojan is a malicious application that can intercept network communications 

and control a system to execute unwanted operations. Most of Trojan 

applications utilize a shell technique to hide themselves to escape the detection 

of the anti-virus software. Therefore, they are often difficult to detect. 

• Worm is similar to Trojan. It is also a malicious application. However, unlike 

Trojan, worm can self-replicate from one computer to another computer. The 

worm attack usually has various functions for different malicious purposes. 
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Some functions may just monitor the system processes, and some may only be 

activated when a computer performs certain critical operations. 

• Backdoor is also a software and is commonly stealthily installed after a 

computer system or a web page background is compromised. It can be used to 

re-access the system or the web page background even if the related 

vulnerabilities have been fixed. Some types of backdoor attacks are even not 

launched by hackers, but are pre-installed to the systems by some unreliable 

manufacturers. 

•  •User to Root (U2R) is an operating-system-level attack. The most common 

U2R attack is buffer overflow. With buffer overflow, the system’s access 

control can be illegitimately modified. For instance, the access control can be 

overwritten with a null or a large memory address that causes system disabled. 

 

3.1.4. Distributed Denial of Service Attack 

 

3.1.4.1. What is a DDoS attack? 

 

When a Denial of Service (DoS) attack is launched, the attacker attempts to make 

network resources unavailable to legitimate users by flooding the host of service. 

DDoS (distributed denial of service) is same DoS attack but attack is launched from 

different sources. Generally, DoS attack is initiated from a single infected device or 

virtual machines utilizing an Internet connection whereas DDoS attacks are initiated 

from many different infected devices or virtual machines to overload the target 

systems. therefore, a DDoS attack gets made deadlier and very hard to deal with. 

Figure 3.2 shows a DoS and DDoS structure. 
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Figure 3.2. DoS and DDoS structure [35] 

 

The term "weapon of mass destruction on the Internet" is often used to describe 

distributed denial of service (DDoS) attacks [36]. Even if an organization has 

implemented a typical security system, it will be virtually impossible to protect against 

a DDoS attack because of the large number of attacks in the same time and the attack 

is improved very fast. This is largely due to the fact that DDoS attacks try to simulate 

normal traffic but have increased exponentially. Because DDoS attacks simulate 

normal traffic, but have dramatically risen, this is mostly due to it. A distributed denial 

of service (DDoS) attack targeted GitHub, a platform for computer programmers, on 

February 28, 2018. The attack peaked at 1.35 Tbps [37]. Also in March 2018, 

NETSCOUT Arbor was hit by DDoS attacks that stopped at 1.7 Tbps [38]. In June 

2020, Amazon platform for cloud computing services from Amazon Web Services 

(AWS),  was hit by a massive DDoS attack earlier that year that peaked at 2.3 terabytes 

per second [37,38]. These are some of the biggest DDoS attacks in the world in recent 

years. This has led to huge losses in industry and government globally due to DDoS 

attacks in recent years [39]. These problems are caused by the devices interacting with 

remote applications, which allows malicious agent to control the devices. The main 

reasons for the increase in DDoS attacks are that implementing DDoS attacks is easy 

and simple, does not require a great deal of technological understanding on the part of 

the attacker, and there were many platforms and software that could be used to 

coordinate the attack [40]. In general, the attackers use many devices called botnet in 

the DDoS attacks quickly. 
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Figure 3.3 illustrates how the attacker puts authority on a system. That is by putting its 

control on the powerful server called the "Control Server" [41]. This server was rich 

in terms of memory size, bandwidth, CPU power, capacity, and capability. The 

attacker sends his commands via many PCs, which are known as botnets or agents. A 

botnet is a device or computer connected to the Internet that is controlled by a hacker 

and used to attack a victim remotely. The owner of this botnet does not realize he is a 

part of the attacking process or that there is malware on his computer. A DDoS attack 

is performed through proxies by the assaulter [42].  

 

 
 

Figure 3.3. DDoS attack 

 

3.1.4.2. DDoS attacks classification 

 

DDoS attacks can be divided into two types its application layer and network layer 

[43] or can be divided into three types as follow [44]: 

 

• Volume Based Attacks: UDP floods and other spoofed-packet floods are 

comprised in this category. Fully overwhelming the bandwidth of the victim 

side is a major attack purpose. 
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• Protocol Attacks: SYN floods, Smurf DDoS, Ping of Death, fragmented packet 

attack and other types of DDoS are covered. server and intermediary 

communications resources that can be consumed by this kind of attack. 

• Application Layer Attacks: This kind include some advanced techniques such 

as SIDDOS, HTTP GET/POST floods, and attacks against Apache, Windows, 

and much other. The objective of these kind of attack is to overwhelm the web 

server with apparently legal and harmless queries. 

 

3.1.4.3. Common DDoS attacks types 

 

UDP Flood Attack 

 

UDP flood is a form of Distrubuted DOS attack. Also, User Datagram Protocol (UDP) 

is connection less protocol. In this attack type, the host scans for applications related 

with the datagrams, when didnt found any of that, the host issues a “Destination 

Unreachable” packet back to the sender. A massive number of UDP packets is 

transmitted to the target machine from all of the workstations. [25]. The cumulative 

effect of this flood attacks is that the system will overloaded and thus not responding 

to legitimate traffic. 

 

SYN flood 

 

A SYN flood is a type of DDoS attack based on a gap in the TCP protocol called the 

three-way handshake. A three-way handshake will also be performed when a SYN 

request to establish a TCP connection with a host is followed by a SYN-ACK response 

from the host and then confirmed by an ACK response from the requester. A SYN 

flood occurs when the requester sends several SYN requests but the host's SYN-ACK 

does not respond or sends the SYN request from a faked IP address. As a result, we 

don't have three handshakes because the number three was overlooked. Finally, DoS 

will occur because the host will continue to wait for acknowledgement for each of the 

requests, rendering them unable to establish a new connection. Figure 3.4 illustrates 

SYN flooding attack. 
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Figure 3.4. SYN flood [45] 

 

Ping of Death 

 

An attack when a harmful or malicious pings is sent repeatedly to a machine is called 

a “POD” attack. The length of IP packets with its header is 65,535 bytes. The Data 

Link Layer (DL) may place constraints on the maximum frame size. For example, on 

an Ethernet network, the frame limit is set at 1500 bytes. This situation would need 

numerous IP packets (known as fragments) to be fragmented into several packets and 

then reassembled by the destination host. The reassembled packet ends up being bigger 

than 65,535 bytes because of malicious modification of fragment content this is what 

happen in ping of death scenario. This might cause denial of service for genuine 

packets due to an overflow of storage buffers generated for the packet. 
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Smurf attack 

 

The Smurf attack is a type of DDoS attack that occurs at the network layer. One of 

amplification shape of attack is the smurf attack that is broadcast networks address 

by using an ICMP request. ICMP is generally used for data interchange and to 

defining the operational status of the nodes. 

 

 
 

Figure 3.5. Smurf attack [46] 

 

Fig. 2 explain how the IP address of the victim is spoofed by the attacker from ICMP 

request. because of the ICMP dose not use the handshaking protocol therefore the end 

node does not look at the source node if it is  legitimate or not. when the router receive 

the request,the request will be forwarded immediatly to every device is connected in 

the network. After the victims receive these responses, the attackers guarantee their 

success. denial of access to services of the server will happend because of a big number 

of ICMP. 

 

HTTP flood 

 

This attack is a type of DDoS attack that occurs at the application layer. HTTP GET 

or HTTP POST request to attack a web server or an application. It is extremely difficult 

to detect and block an HTTP attack for the reason that launching an attack does not 

require reflection technology, malformed packets, or spoofing. Comparing with other 
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attacks, this attack to breakdown a targeted server need only a less bandwidth. It is 

very difficult to determine valid traffic because an HTTP flood attack uses the standard 

URL request, which makes it one of the most advanced unstable security challenges. 

 

 
 

Figure 3.6. HTTP Get flood [47] 

 

 
 

Figure 3.7. HTTP Post flood [47] 
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3.2. MACHINE LEARNING 

 

In short, machine learning is just one of the several fields of artificial intelligence that 

personal computer users may take use of in order to allow their computers to improve 

by self-learning without being programmed or constantly amended. Machine 

learning's core and key notion is, to design a model that addresses a challenge, while 

developing a model with maintaining a sufficient measure of data, which leads to 

predictions that have significant effects. Therefore, machine learning systems have an 

unlimited number of models and algorithms that may employ a virtually limitless 

supply of approaches to learn, adapt, and refine their output from experience. Many 

other aspects of the business may benefit from machine learning, such as healthcare, 

educational, government, financial services, transportation and many more sectors. In 

order to tackle the problem of gene expression data, the binary classification task is 

utilized. A system which may produce a capability to reduce the variance between 

predicted values ŷi = (ŷ1, ŷ2, ŷ3, ..., ŷn) and the required yi= (y1, y2, y3, ..., yn) when 

the input is xi= (x1, x2, x3, ..., xm), is a required system or model. It should be noted 

that the values m and n refer to total numbers of input instances and output instances, 

respectively, and that the variable i refers to the predicted numbers [48]. 

 

3.2.1. Supervised learning, unsupervised learning and semi-supervised 

 

Supervised learning, unsupervised learning, and semi-supervised learning are the three 

primary forms of machine learning, which can be further split into subtypes [49]. 

 

3.2.1.1. Supervised learning 

 

Supervised learning [50] is a technique used to train a machine using labelled datasets. 

As the name implies, it means that some of the labelled data is tagged with the correct 

answer. The way supervised learning works is by training the labeled data, one can 

predict unforeseen results. For instance, suppose that one wants to train a machine to 

predict how long it does take between from a location to another; specific data must 

be gathered and analyzed. Namely, such data may include weather conditions, 

holidays, time of the day, and route chosen. All these details are considered as inputs. 
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Naturally, if it is raining, one assumes that it will take a longer time to reach the desired 

location, but a machine needs statistics. Consequently, in order to create a dataset that 

can get trained, specific data such as the total time it takes from a start location and 

corresponding data that includes time, weather condition, route, and so one. Based on 

the given information, the machine will be able to see the relationship between 

different data and predict the time it takes to travel from a location to another. 

 

3.2.1.2. Unsupervised Learning 

 

Unsupervised learning [50] is a technique where a machine learning model does not 

need to be supervised. The model will instead try to discover the information by itself, 

which means that unsupervised learning deals with unlabeled datasets. In unsupervised 

learning, the machine can find all types of data patterns, and it also helps in identifying 

the features one needs to categorize the data. 

 

Table 3.1. Supervised ML vs Unsupervised ML 

 

parameters Supervised ML Unsupervised ML 

Process 
Input and output data are 

given. 

Only input data is given. 

Input data 
The machine is trained 

using labeled data. 

The machine is not given 

unlabeled data. 

Algorithms used 

SVM, NN, Random 

Forest, Linear and 

Logistics regression, 

Classification trees. 

Different categorized: K-

means, Cluster 

algorithms, Hierarchical 

clustering, and so on. 

Computational 

complexity 
simple complex 

Use of data 

Uses training data and 

relate input and output 

results. 

Does not use output data. 

Accuracy of results Accurate and trustworthy.  
Less accurate and 

trustworthy. 

Real time learning Learning is offline.  Real-time. 

Number of class Known unknown 
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3.2.1.3. Semi-supervised 

 

There is another type of learning, which is called semi-supervised learning [50]. This 

technique makes use of both supervised learning and unsupervised learning. It 

combines some of the labeled data with a massive amount of unlabeled data during the 

training phase. 

 

3.2.2. Classification 

 

Classification is employed in order to forecast the numerical replies. The main goal of 

this type of supervised machine learning is to develop a model that is capable of 

precisely classifying a given input vector into available and accessible classes based 

on the labels and training dataset. Most of the time, each sample will contain only one 

input class. The input space is divided into decision regions, referred known as 

decision surfaces and decision boundaries [50]. 

 

 
 

Figure 3.8. Decision Surface [48] 
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The decision surface in Figure 3.8. is demonstrated. This example has two separate 

points, O and X, that indicate the class labels. Also as a figure above illustrate, there 

are two lines that establish a boundary for display new data between the points. If it is 

not depicted in a highly charged location, the class to which it belongs will be obvious 

[48]. During the classification process, you have to go through the following steps in 

order: preprocessing, training, and classification. 

 

Preprocessing: Data at this phase is prepared to be an input before handling. Although 

in the great majority of situations, the input data will be noisy, fragmentary, or 

inconsistent, the preprocessing is important because it is often necessary to clean up 

the raw data before meaningful processing can take place. While doing these duties, 

you could also work on various processes associated with the data, such as data 

cleansing, data transformation, feature extraction, and more [48]. 

 

Training: As the model go into this phase, data are trained to provide the highest level 

of accuracy feasible when making predictions. 

 

Classification: this phase is beginning once the previous is complete, the given input 

is allocated to one of the learned models, which makes a choice based on previously-

created decision rules. 

 

The classification problem consists of three main parts. Firstly, the input data's class 

frequency and distribution of possible classes. Secondly, distinguishing features are 

defined by establishing the link between input and output. Thirdly, reducing the final 

cost of penalizing false predictions by determining the loss function. All of the 

categorization problems in it, based on the probability theory, may be encountered in 

everyday life. Probabilistic models are used to exhibit and depict uncertainty by 

creating and generating a vector representing the probability of each potential class 

[51]. 

 

The final learning model is applied for prediction, allowing the learnt model to provide 

insight into unknown data class (test data). Although this is true, all classification 

algorithm that are designed and developed want to store training data in their memory. 
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The classifier's performance may suffer when used on fresh data, as a result of the 

training process, but will remain accurate when used on training data. Overfitting is 

the term used to describe this condition. The capability to generalize the learning 

model's goal is required to construct an effective model for learning. For that reason, 

the learning model's goal is met when it can perform as well with testing data sets as 

it does with training data sets. Another possible cause for the emergence of overfitting 

is the model's level of difficulty to fit. The generalization of data with complex 

structures can be difficult and complicated for a learning model to accomplish. For the 

purpose of developing a model with perfect performance for the processing of fresh 

data, the number of training stages as well as the complexity of the model must be 

carefully considered [52]. 

 

3.2.3. Preprocessing 

 

Data preparation is regarded to be one of the most critical phases in data mining 

techniques as well as machine learning. Preprocessing is useful in helping you deal 

with many sorts of data challenges and challenges when you have a big dataset and 

need to generate a finer result. Using the preprocessing approach ensures that raw data 

is preprocessed and upgraded to become appropriate, suitable, and pure, therefore 

improving accuracy [53]. 

 

3.3. DEEP LEARNING 

 

Features plays a large role in machine learning systems that use traditional machine 

learning approaches. Domain knowhow and fine-tuning are required to pick such 

features, and they help to ensure the hit of traditional machine learning techniques. 

Representation learning is a group of techniques that are effective for classifying and 

predicting just about anything [54]. The learning methodology commonly referred to 

as deep learning takes on many different forms and is distinguished by its capacity to 

learn from many levels of representation via the composition of numerous non-linear 

transformations. The notion that the data is created by a number of underlying elements 

that are interrelated in a hierarchical structure is the basis for stacking many layers of 

transformations. The lowest layer is typically used when talking about the layers 
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nearest to the input. This is based on the concept that the layers closest to the input, or 

at the 'lowest' level, indicate low-level characteristics, such as gradients and edges, but 

the layers closest to the output, or at the high-level, include more advanced 

characteristics, such as faces and objects. Data size and methods of problem-solving 

are two of the most significant distinctions between machine learning and deep 

learning techniques [55]. Big data is frequently employed in deep learning, as opposed 

to machine learning. The second difference between machine learning and deep 

learning is that deep learning will solve a problem from start to finish, whereas 

machine learning has a split and handle methodology. In addition, deep learning lets 

us carry out parallel processing in sequential layers, whereas machine learning lets us 

carry out single layer processing. Deep Neural Networks (DNN) are one of the most 

widely used deep learning methods [56]. 
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PART 4 

 

METHODOLOGY 

 

The methodology flowchart is illustrated in figure 4.1. In the first step, the utilized 

dataset will be presented. Then, the description of preprocessing techniques and which 

one was used. After that, it is the explanation of the deep learning methods that were 

applied to this dataset. In the end, it is the performance evaluation metrics that matter. 

 

 

 

Figure 4.1. methodology model 

 

4.1. DATASET 

 

To examine the performance of our suggested model, the NSL-KDD dataset was 

utilized. The NSL-KDD dataset has been widely used in the area of evaluating IDS 

systems as well as detecting DDoS attacks. Many problems that were faced with the 

KDD '99 dataset were solved when it was upgraded to the NSL-KDD dataset. The 

main problems are the following: The dataset is imbalanced; some kinds of assaults 

are recognized so quickly and have many redundant records. Then, the redundant rows 

Dataset 

Preprocessing 

Utilized Deep Learning Methods 

(CNN, LSTM, CLSTMNet) 

Evaluation 
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were deleted and all kinds of assaults were redistributed to make it more suitable for 

evaluating algorithms. This dataset is comprised of 148514 records with forty-one 

columns (features) [57] where the names of the features are tabulated in table 5.1. In 

the end, the dataset was divided to 80% for training and 20% for testing. 

 

Table 4. 1. NSL-KDD dataset attributes 

 

Attribute 

No. Attribute Name 
Attribute 

No. 
Attribute Name 

1 Duration 22 Is_guest_login 

2 Protocol_type 23 Count 

3 Service 24 Srv_count 

4 Flag 25 Serror_rate 

5 Src_byte 26 Srv_serror_rate 

6 Dst_byte 27 Rerror_rate 

7 Land 28 Srv_rerror_rate 

8 Wrong_fragment 29 Same_srv_rate 

9 Urgent 30 Diff_srv_rate 

10 Hot 31 Srv_diff_host_rate 

11 Num_failed_logins 32 Dst_host_count 

12 Logged_in 33 Dst_host-srv-count 

13 Num_compromised 34 Dst_host_same_srv_rate 

14 Root_shell 35 Dst_host_diff_srv_rate 

15 Su_attempted 36 
Dst_host_same+src_port_r

ate 

16 Num_root 37 
Dst_host_srv_diff_host_rat

e 

17 Num_file_creations 38 Dst_host_serror_rate 

18 Num_shells 39 Dst_host_srv_serror_rate 

19 Num_access_files 40 Dst_host_rerro_rate 

20 Num_outbound_cmds 41 Dst_host_srv_rerror_rate 

21 Is_hot_login   
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4.2. PREPROCESSING  

 

Data preprocessing is often considered to be a key and essential component of data 

mining and ML. In the case of a huge dataset, preprocessing can be utilized to deal 

with multiple issues at once. Therefore, the outcome will be improved. At the same 

time, another advantage of applying data preprocessing is to guarantee that almost all 

requested data fits and is widespread appropriately [58]. There are many preprocessing 

techniques. One of them is StandardScaler. The StandardScaler eliminates averages 

and scales them to a unit variance; therefore, the features will be standardized. The 

below equation explains the StandardScaler technique, which calculates the standard 

score of a sample x.:  

 

𝑧 =
𝑥−𝜇

𝛿
                               (4.1) 

 

The mean of the training samples is represented by μ. Also, the standard deviation of 

the training samples is represented by δ. If with_mean is equal to false, the μ will be 

zero, and if with_std is equal to false, the δ will be one. It handles each feature 

independently depending on the training set instances. In the testing set, the mean and 

standard deviation that are stored through employing a transform will be utilized. 

 

4.3. DEEP LEARNING METHODS 

 

this section will explain the utilized deep learning methods in this thesis that applied 

on the NSL-KDD dataset. Moreover, all function and parameters will be mentioned 

and described. The subsections were sorted from the easiest one to more complicated. 

The utilized methods were CNN, LSTM, and CLSTMNet. However, before explain 

these methods, it is important to explain artificial neural network (ANN). Because of 

in all methods we have a fully connected layer is same ANN. In the last subsection we 

will mention the parameters and function employed for learning. 
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4.3.1. ARTIFICIAL NEURAL NETWORK 

 

Using many layers of artificial neurons, the neural network may be trained to learn 

about the data. This is known as deep learning. The connections of a real neural 

network are used to derive this hypothesis. A real neural network can be represented 

in Figure 4.1. Dendrites receive and transmit input data or signals, whereas axons 

transfer data between cells via synapses. 

 

 
 

Figure 4.2. Real Neural Network [48] 

 

The learning process of the artificial network is achieved by modifying the synaptic 

weights of the network during the adaptation phase. Due to the parallel distributed 

design of the network architecture, which is capable of learning, it is feasible to 

perform the complicated classification job in a fair amount of time [48]. 

 

4.3.1.1. Perceptron 

 

A perceptron is a critical component of neural networks. At the same time, may be 

classified as a deep network and a feed-forward network that constructs the limits of a 

linear decision A perceptron in an Artificial Neural Network (ANN) that is shown in 

Figure 4.2, is a function which accepts vectors x ∈ R^n as input that are parameterized 

by a weight vector w ∈ R^n and a bias b and generates a scalar as output. On the other 

hand, The term "activation function" refers to 𝑓: ℝ ⟶  ℝ [59]. There are many 

different activation functions, which will be explained later in the chapter. 
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Figure 4.3. A Perceptron in Neural Network [59] 

 

The linear function is the simplest activation function we start with. The rise and 

decrease in the value of f(x) is parallel to the rise and decrease in the value of x. The 

linear function overcomes the problem of a binary step function that only returns 

values of 0 and 1. The linear function range is (-infinity to infinity). However, this 

function is not designed to handle complicated situations. To resolve this issue, we 

implement non-linear functions therefore the model may learn iteratively. 

 

𝑓(𝑥) = 𝑥                     (4.2) 
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For these non-linear functions, the non-linear activation functions are necessary. A 

non-linear activation function with a finite number of possible values was published 

in the literature in the past. Activation functions such the Rectified Linear Unit ReLU 

function and Softmax function are often employed, especially because they are the 

most prevalent. The Softmax layer is often employed as an output layer in combination 

with the Cross Entropy loss function for multi-classification activities. The Softmax 

layer standardizes outputs of the preceding layer in order to be one. The preceding 

layer model's units represent the un-normalized score that the input belongs to a 

specific class. This layer has normalized by the Softmax, therefore the output value 

indicates the likelihood of each class [59]. The ReLU function will return 0 as an 

output if the input is less than0, while it will return the same input number if the input 

is higher than 0. 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥) =  
𝑒𝑥1

∑  𝑒𝑥𝑐𝑛
𝑐=1

           (4.3) [59] 

 

𝑅𝑒𝐿𝑈(𝑥) = max(𝑥, 0)          (4.4) [59] 

 

ReLU functions are mathematically a lot simpler because both forward and backward 

passes through a ReLU are simple statements. There is an enormous benefit in 

situations when a network has a large number of neurons, because the training and 

assessment duration may be considerably reduced [59]. 

 

The perception can use a variety of techniques to anticipate the correct class label, 

including the choosing of the optimal weight vector from the training data set. The 

most commonly acknowledged method is the perception of the rule of learning. In this 

scenario, the perception-learning rule always reaches the optimal weight of infinite 

time when the classification matter is linearly separable. Weights can be generated 

randomly between (-1, +1) with this technique, for example. It should be noted that 

the perceptron is also applied to all training instances following that. Each epoch, 

weights are continually re-adjusted till the output is appropriately categorized [59]. 
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4.3.1.2. Feedforward Network 

 

Since a single perceptron is only capable of linear mapping, it is unable of dealing with 

complicated problems. Sophisticated problems can be solved using a more global 

technique, which is capable of inconsistent mappings. Perceptron is capable of 

constructing workable structures or even more complex ones to any depth we choose. 

We can also name this type of network a feedforward network (FFN). because of the 

direct connection between whole layers, FFN's fundamental structure may also be 

described as a multilayer perceptron (MLP). MLP has generally three primary layers: 

the input, hidden, and the output. Furthermore, unlike the input and output layers, the 

hidden layer may have multiple layers. Because of its hidden from outputs and inputs, 

this layer is known as the "hidden" layer. Figure 4.3 illustrate MLP structure. The work 

of learning the complicated model is handled by the hidden layer, which extracts 

features from input data. 

 

A perceptron can be designed as a collection of perceptron placed on top of each other, 

in layers. A layer that comes after the last hidden layer or at end is known as the output 

layer. The term "hidden layer" refers to any layer preceding the output layer. The 

number of perceptron in a layer determines the width of the layer's width. The layer's 

number in the network represents the depth of the network. The idea of deep (as in 

deep learning) is derived from the relationship between width and depth. With the 

exception of the first layer, the output of each layer will be the input to the 

next layer.  While the last layer of the network outputs likewise serves as the overall 

output. A prediction class is generated using input data. As we previous explained, a 

neural network may be described as a function 𝑓𝜃: 𝑥 ⟶ 𝑦, with f θ being a neural 

network, and where f θ accepts the input 𝑥 ∈  ℝ𝑛 and generates the output 𝑦 ∈  ℝ𝑚 

where θ is a neural network parameter 𝜃 ∈  ℝ𝑝. θ is now a discrete quantity which has 

a single value of all the network weights for all the network perceptions. Selecting a 

design structure for a neural network is a difficult task because it is based on the 

number of layers, the number of perceptron for each layer and other things [59]. 
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Figure 4.4. MLP Structure [59] 

 

4.3.1.3. Backpropagation 

 

During the training of artificial neural networks, backward propagation (BP) is a 

highly frequent and widely utilized optimization approach. Deep neural networks may 

learn by reducing the loss function and upgrading the parameters (𝜃 =  {𝑤(∗), 𝑏(∗)}) of 
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the model during the training phase. Stochastic gradient descent (SGD) is one of the 

most frequent techniques used for upgrading and learning the parameters. When 

calculating the gradients of a loss function, the BP algorithm is employed, and the 

results are input into the SGD technique with the goal of upgrading the weights and 

biases. Back propagation can be divided into two phases, which are propagation and 

weights update [59]. 

 

Propagation: In this phase of BP, an input is provided, which then propagates 

throughout the entire network, reaching the output layer where the output is generated. 

loss function is used to calculate the difference between predicted results and actual 

results. In this research Sparse Categorical Cross Entropy (SCCE) loss function (4.5) 

is used, The intended output is y, while the prediction 𝑓(𝑥𝑖, 𝜃): 

 

𝑆𝐶𝐶𝐸 = − ∑ 𝑦𝑖 log 𝑓(𝑥𝑖, 𝜃)𝑛
𝑖=1 + (1 − 𝑦𝑖) log(1 − 𝑓(𝑥𝑖 , 𝜃))      (4.5) [59] 

 

The error will move backward across the network while the weights wait for 

themselves to become current. All intermediate nodes between layers are therefore 

linked, and they will all contribute their error values to forward propagation as it passes 

through them. The propagation mechanisms, both forward and backward, wrapped the 

entirety of the network [59]. 

 

Weights updating: Backpropagation follows as a result of error estimation with 

consideration to the weights of the network, which determines the partial derivative of 

the loss function. The loss function can be reduced by employing some techniques 

based on optimization, as well as the gradient that is acquired and improved 

dramatically when the weights are updated. An interesting and instructive method is 

how the overall network cost changes, as well as how the weight update affects the 

performance and behavior of the entire network. A given method that is commonly 

used to loss function for executing optimization can be identified as an SGD algorithm. 

When using this technique, the loss function gradient weights can be updated in the 

reverse way. The SGD method significantly aids the discovery and enhancement of 

local optima by often and strongly updating the value and reducing overshoot by 

converging on the global minimum [48]. 
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An algorithm known as Adaptive Moment Estimation (ADAM) [60] is employed in 

this thesis as an optimizer for the procedure of learning a neural network. The equation 

uses exponential moving average and adds bias correction when estimating the 

gradient mean (𝑚𝑡) (4.6)  and element-wise squared gradient (𝑣𝑡) (4.7) [60]. The first 

and second order moment biases ( 𝛽1 , 𝛽2 ) are computed and implemented at time step 

𝑡. According to the ADAM algorithm, the value of parameters 𝑤𝑡+1  at time 𝑡 + 1 are 

changed using (4.8) equation. 

  

𝑚̂𝑡 =  
𝑚𝑡

1− 𝛽1,𝑡
              (4.6) [60] 

 

�̂�𝑡 =  
𝑣𝑡

1− 𝛽2,𝑡
              (4.7) [60] 

 

𝑤𝑡+1 =  𝑤𝑡 +
𝜂

√𝑣̂𝑡+ 𝜖
𝑚̂𝑡            (4.8) [60] 

 

To prevent the denominator from becoming zero, a smoothing factor 𝜖 is used. The 

learning rate, on the other hand, is represented by 𝜂. 

 

4.3.2. CONVOLUTIONAL NEURAL NETWORK 

 

The CNN works exceptionally well at identifying basic patterns in data, which enables 

it to be used to generate more complicated patterns in higher layers. CNNs are a unique 

kind of multilayer neural networks. It utilizes the backpropagation method, like most 

other neural networks. CNN's architecture distinguishes it from the competition. the 

architecture of convolutional NN is typically made up of an input layer, many hidden 

layers, and an output layer [61]. The CNN's hidden layers are composed of 

convolutional, pooling, and fully connected layers [58] as seen in Figure 4.4.   
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Figure 4.5. The General Structure of CNN [59] 

 

4.3.2.1. Convolution Layer 

 

The convolution layer takes the incoming data and applies a filtration to all of it, 

essentially multiplying it with the kernel with the purpose of extracting and creating 

the better output data [58]. The convolution process  is conceptualized as a one-

dimensional process with a specified input 𝐼(𝑡) and a kernel 𝐾(𝑎) The process to 

calculate the convolution may be summarized as follows: 

 

𝑠(𝑡) =  ∑ 𝐼(𝑡 + 𝑎) ∙ 𝑘(𝑎)𝑎             (4.9) [59] 

 

The core of the process is that the kernel is a considerably smaller collection of 

multiple points of data than the data input, but when the input is equal to the kernel, the 

convolution process output is greater. A random input and a random kernel are fed into 

the convolution algorithm, which subsequently yields the greatest possible result when 

the kernel is equal to a specific part of the data input. This operation can be explained 

as shown in the Figure 4.5. 
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Figure 4.6. Convolution operation [59] 

 

4.3.2.2. Pooling Layer  

 

The subsampling layer is also known as the pooling layer. Reducing the dimensionality 

is the goal. Typically, the pooling layers come after the convolutional layers, when the 

spatial scale of the output is reduced and down-sampled. The pooling operation may 

be done to both efficiently compute the complexity of the network and reduce the 

parameters number. Max-pooling seems to be the most widely used pooling method, 

and hence, it is mostly found in this layer. A technique of selecting the biggest element 

inside small region in the certain pooling region is known as "max-pooling". when the 

stride is set to two, the max-pooling layer output will be halved [58].   

 

4.3.2.3. Fully Connected Layer  
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Multilayer Perceptron (MLP) is a last type of neural network that was described in the 

previous section of this thesis, Feedforward Network. 

 

4.3.2.4.  The Utilized CNN Architecture 

 

The suggested CNN consists of five layers, which are applied to the NSL-KDD 

dataset. The structure begins with the input layer, which is the data-preprocessing 

output, and follows the convolutional layer to max-pooling layer to flatten layer. This 

makes it flatten after max-pooling it by 2. In the end, the fully connected layer 

represents the output layer. The CNN employed architecture, with its functions and 

parameters, was demonstrated in Figure 4.7. 

 

 
 

Figure 4.7. The utilized CNN architecture 
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4.3.3. LONG SHORT-TERM MEMORY 

 

Before describing what an LSTM is, Recurrent Neural Networks (RNN) have to 

described as the LSTM is a variant of the RNN. The main idea behind RNNs is to 

benefit from the sequential information [62]. In regular Neural Networks, the 

assumption is that inputs and outputs are independent of each other, and in many case 

scenarios, this is a bad idea. The reason is that if one wants to predict a particular value, 

information about the previous one is essential to have. The RNN is called recurrent 

due to its ability in performing computations based on the given information in the 

"memory", including information about what has been considered in the calculation so 

far. 

 

LSTM [63] is an RNN variant and can learn from long term dependencies. As the name 

implies (Long Short-Term Memory), this algorithm is capable of remembering given 

information for long periods. It operates by performing three main step processes 

called gates; Forget gate, Input gate and Output gate. A complete overview of LSTM 

is shown in Figure 4.6. 

 

 
 

Figure 4.8. LSTM with its Gates [62] 
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4.3.3.1. Forget gate 

 

It is what makes a decision about how much of the past to remember. It determines 

what information to remove from the cell in a particular timestamp which decided by 

the sigmoid function (or a squashing function which limits the output to a range 

between 0 and 1 in order to predict the probability). As shown in Figure 4.7, it checks 

the previous state ht-1 and the given input xt, then it decides whether to delete or keep 

the information by outputting a number between 0 (delete this) and 1 (keep this) for 

each number in the cell state Ct-1. The forget gate equation is represented in 4.10. 

 

𝑓t =  𝜎(𝑊f ·  [ℎt − 1, 𝑥t]  +  𝑏f)               (4.10) 

 

 
 

Figure 4.9. Forget gate [62] 
 

4.3.3.2. Update gate/input gate 

 

It is what decides how much of a particular piece of information to add to the current 

state. In this gate, just as in the forget gate shown in equation 4.11, the sigmoid function 

decides which value will go through and which will not. In addition, a tanh function, 

as shown in equation 4.12, is used to weight the values passed to determine their 

importance, represented by a specific value from -1 and 1. LSTM update gate/input 

gate is shown in Figure 4.8. 
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𝑖t =  𝜎(𝑊i ·  [ℎt − 1, 𝑥t]  +  𝑏i)               (4.11) 

 

Ĉ𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑋 ·  [ℎ𝑡 − 1, 𝑥𝑡]  +  𝑏𝐶)               (4.12) 

 

 
 

Figure 4.10. Update/input gate [62] 

 

4.3.3.3. output gate 

 

Finally, the output gate shown in 4.9, is the gate used to decide which piece of 

information will make it to the output. The sigmoid and the tanh functions are used for 

the same purpose as in both forget and input gates. Both of the equations are 

represented in 4.13 and 4.14, respectively. 

 

𝑜t =  𝜎(𝑊o[ℎt − 1, 𝑥t]  +  𝑏o)                (4.13) 

 

ℎt =  𝑜t ∗ 𝑡𝑎𝑛ℎ(𝐶t)                 (4.14) 
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Figure 4.11. Output gate [62] 

 

4.3.2.4.  The Utilized LSTM Architecture 

 

The proposed LSTM was comprised of three layers, which were applied to the same 

dataset, the NSL-KDD dataset. The employed algorithm was so simple that it begins 

with the input layer, which is the data-preprocessing output, and follows the LSTM 

layer to the output layer, which is the fully connected layer. In Figure 4.12, the LSTM-

utilized architecture, with its functions and parameters, was illustrated. 

 

 
 

Figure 4.12 The utilized LSTM architecture 
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4.3.4. CLSTMNet 

 

The suggested method is a combination of LSTM and CNN, and it was comprised of 

seven layers, which were applied to the mentioned dataset, the NSL-KDD dataset. This 

method was built to detect DDoS attacks with the best possible accuracy. Taking the 

advantages of two of the best deep learning algorithms, the CNN is the best feature 

selection because of its architecture, and the LSTM for predicting based on built-in 

memory blocks [9]. Also, it takes advantage of his own architecture, which is 

composed of the input layer, two convolution layers, two max-pooling layers, an 

LSTM layer, and an output layer that is a fully connected layer [64].   

 

The CLSTMNet architecture diagram, with its functions and parameters for each layer, 

is mentioned in figure 4.13. 
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Figure 4.13. CLSTMNet structure 

 

4.3.5. LEARNING  

 

This subsection explains the functions and parameters that were used by CNN, LSTM, 

and CLSTMNet for learning. the weight initializer that were employed for all methods 
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is the glorot_uniform function [65]. Moreover, this initializer function is useful for 

obtaining samples from a distribution of uniform within the bounds (-b,b). Where b is 

calculated as: 

 

𝑏 = √
6

(fan_in + fan_out)
                  (4.15) 

 

The fan_in and fan_out represent the number of input and output units of the weight 

tensor, respectively. Therefore, for updating weight the Adaptive Moment Estimation 

ADAM is employed which is an optimization algorithm for stochastic gradient descent 

with a learning rate of 0.0001. Furthermore, because the learning rate manages the 

updating weight by reducing loss, it is its most effective hyper parameter. In the same 

time, the error is calculated using the Sparse Categorical Cross-entropy loss function. 

In order to train the networks, 500 epochs have been used. The term "epoch" refers to 

one period of time in which all of the samples have been trained. In addition, the batch 

size utilized is 32. 

 

4.4. PERFORMANCE MEASUREMENT 

 

The performance evaluation metrics are important for evaluating the deep learning 

methods in the last phase of the thesis methodology. The utilized performance 

evaluation metrics are: accuracy, precision, recall, and F1 score. These performance 

evaluation metrics were utilized in the testing phase when applying them to the NSL-

KDD dataset. The performance evaluation metrics depend on the four expected results. 

The expected results are: true positive (TP) is the accurate detection of DDoS attacks; 

true negative (TN) is the proper recognition of normal records or other types of attacks; 

false positives (FP) is the incorrect detection of DDoS assaults; and false negatives 

(FN) is the incorrect recognition of normal records or other types of attacks. 

 

Accuracy: a measure of how well a prediction matches the actual outcome [66]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                   (4.16) 
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Precision: Precision is a result of dividing true recognition of DDoS attacks into all 

true detections, therefore knowing the performance of the system to identify DDoS 

attacks from other attacks or normal streams [67]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (4.17) 

 

Recall: recall is equal to dividing the number of predicted attacks by the actual attacks 

[68]. Therefore, it indicates how many DDoS attacks are truly predicted. It is also 

called the "true positive rate." 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (4.18) 

 

F1 score: it is a balance between precision and recall, and it is between 0 and 1 [69]. 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
                 (4.19) 
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PART 5 

 

RESULTS AND DISCUSSION 

 

It is in this chapter that you will find a description of the programming language used 

with the platform and libraries that are utilized. Moreover, you will find a discussion 

of the results acquired from our model, which was utilized in this thesis. In addition, 

it also includes a comparison between CNN, LSTM, and CLSTMNet in terms of 

accuracy, recall, precision, and F1 score; and a comparison of our model's results to 

previously published studies in terms of accuracy. All of the trials in this study were 

carried out on Intel (R) Core (TM) i5-4200U CPU @ 1.60GHz (4 CPUs) and 8192 

MB RAM. 

 

5.1. PYTHON 

 

Python is efficient high-level and object-oriented programming language. Despite the 

complexity of Python with so many libraries to learn, its syntax is rather 

straightforward, and the ideas are not too difficult to understand. Therefore, it is simple 

to code and understand. Guido Van Rossum created Python, which was released in 

1991. A wide range of machine learning, artificial intelligence and computation 

libraries are available from Python. Such as NumPy, SciPy, Scikit Learn, TensorFlow, 

Keras, Theano and more other [70]. The Keras library from Python was used to create 

and train suggested models, and it was executed on TensorFlow's framework. 

 

5.1.1. TensorFlow 

 

TensorFlow is a free and open-source framework that may be used for high-

performance numerical computing. The TensorFlow is a flexible and extensible 

architecture that makes it possible to run computation easily on many platforms 
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(Tensor Processing Unit, Graphics Processing Unit, Central Processing Unit), on 

desktops, in data centers, and on mobile and other devices. Initially, the TensorFlow 

was created by Google Brain team members and researchers in the Google's AI 

division in Google technology company. TensorFlow is a versatile framework that can 

handle many scientific applications thanks to which the computational core can serve 

a wide range of scientific fields. It is a great choice for training DNN, since each single 

element of the network can be fine-tuned to provide infinite variety [71]. 

 

5.1.2. Keras 

 

In contrast, open-source NN library means that the source code is available to the 

public. This library may be used with many frameworks like TensorFlow or Theano, 

all while also offering the ability to run and execute. The Keras was built to be 

accessible, modular, and extendable in order to better enable rapid experiment with 

deep learning. Activation functions, normalization techniques, and optimization 

algorithms are among the several algorithms available in the Keras library. Choosing 

this library provides excellent benefits: quick execution, comprehensive 

documentation, and a nice development environment [72]. 

 

5.2. RESULTS AND DISCUSSION 

 

In the present thesis, to demonstrate that our method has the best performance in 

detecting DDoS attacks, we compared it with traditional CNN and LSTM using four 

metrics: accuracy, precision, recall, and F1 score. Then, we compared it with 

previously published studies in terms of accuracy. The comparison was made between 

(CLSTMNet, LSTM, and CNN) based on five experiments for each method. 

Moreover, we extracted from them the mean, median, and standard deviation in order 

to facilitate the comparison between them in terms of performance. As it is 

demonstrated in tables 5.1, 5.2, and 5.3. 
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Table 5.1 shows the performance of the CNN per execution 

 

Execution NO. Accuracy Precision Recall F1 score 

1 97.67 97.94 97.92 97.92 

2 97.80 93.77 83.67 83.72 

3 97.74 83.80 83.65 83.72 

4 97.83 84.16 83.55 83.85 

5 97.75 98.23 97.78 98.00 

Mean 97.76 91.58 89.31 89.44 

Median 97.75 93.77 83.67 83.85 

Standard deviation 0.061 7.160 7.793 7.776 

 

Table 5.2 shows the performance of the LSTM per execution 

 

Execution NO. Accuracy Precision Recall F1 score 

1 97.55 83.12 81.30 82.17 

2 98.57 83.87 83.66 83.75 

3 98.23 79.19 83.91 81.10 

4 98.97 84.19 84.39 84.28 

5 92.93 67.38 59.96 61.95 

Mean 97.25 79.55 78.64 78.65 

Median 98.23 83.12 83.66 82.17 

Standard deviation 2.471 7.092 10.513 9.421 

 

Table 5.1 shows the performance of the CNN per execution. As it is demonstrated 

from that table, the max for all metrics is bold, which indicates the highest rate. For 

more explanation, the maximum accuracy was achieved in execution number four, 

which had a 97.83% accuracy. Also, the mean accuracy was 97.76%, the median was 

97.75%, and the SD was equal to 0.061. Moreover, execution number five holds a 

maximum precision of 98.23%, and the mean, medium, and SD of precision for all 

executions were 91.58%, 93.77%, and 7.160, respectively. In addition, the maximum 

recall was in the 1st execution, which was equal to 97.92%. The mean of five 

executions for this metric was 89.31%, the median was 83.67%, and the F1score was 

7.793. Furthermore, the maximum F1 score was reached in execution number five. 

The highest was 98%, the mean was 89.44%, the median was 83.85%, and the F1 score 

was 7.776. 

 

The performance of LSTM was demonstrated in table 5.2. The table shows the 4th 

execution had a maximum accuracy, precision, recall, and F1score of 98.97%, 84.19%, 

84.39%, and 84.28%, respectively. On the other hand, the LSTM's mean metrics were 
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97.25% accuracy, 79.55% precision, 78.64% recall, and 78.65% F1 score. Also, the 

median metrics for the five executions were 98.23% accuracy, 83.12% precision, 

83.66% recall, and 82.17% F1 score. Finally, the SD for recall and F1 score were too 

much, as it is clear from the table, while the SD for accuracy and precision were 

normal. 

 

Table 5.3 shows the performance of the CLSTMNet per execution 

 

Execution NO. Accuracy Precision Recall F1 score 

1 99.21 92.01 99.10 94.36 

2 99.31 99.18 99.18 99.18 

3 99.11 99.03 98.99 99.01 

4 99.19 84.75 84.78 84.77 

5 99.20 84.71 84.79 84.75 

Mean 99.20 91.94 93.37 92.41 

Median 99.20 92.01 98.99 94.36 

Standard deviation 0.071 7.188 7.835 7.250 

 

Table 5.4. Comparison between CLSTMNet and many state-of-the-art methods in 

the term of accuracy 

 

NO Name Year Accuracy % Algorithm 

1 Our proposed model current 99.20 CLSTMNet 

2 S. Revathi, Dr. a. Malathi [12] 2013 99.10 RF 

3 Boroujerdi and Ayat [13] 2013 96.38 
ensemble of neuro-

fuzzy classifier 

4 Dhanabal and Shantharajah [14] 2015 99.10 J48 

5 Yusof et al. [15] 2017 91.70 DCF + CSE 

6 Kushwah and Ali [16] 2017 96.30 
ANN + black hole 

optimization algorithm 

7 Igbe et al. [17] 2017 98.60 DCA 

8 Derakhsh et al. [18] 2018 82.44 GA 

9 Hoon et al. [19] 2018 93.26 DRF 

10 Idhammad et al. [20] 2018 98.23 semi-supervised 

11 Anjum and Shreedhara[21] 2019 93.26 semi-supervised 

12 Mukhametzyanov et al. [22] 2019 97.94 NN 

13 Verma et al. [23] 2019 98.27 MAD+RF 

14 Hosseini and Azizi [24] 2019 98.90 hybrid technique 

15 Das et al [26] 2019 99.10 Ensemble technique 

16 Ma et al. [8] 2020 92.99 CNN 

17 Prathyusha and Kannayaram [27] 2020 96.70 AIS 

18 Bhardwaj et al. [28] 2020 98.43 AE+DNN 

19 
Bagyalakshmi and 

Samundeeswari [29] 
2020 98.74 LVQ+DT 
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Table 5.3 represents the performance of our proposed method (the CLSTMNet). The 

maximum metrics among all five executions were in the 2nd execution, as was clear 

from the table, which were 99.31% accuracy, 99.18% precision, 99.18% recall, and 

99.18% F1 score. Additionally, the mean of all metrics for all execution were the 

following: accuracy = 99.2%, precision = 91.94%, recall = 93.37%, and F1 score = 

92.41. Furthermore, the median of accuracy is the same as the mean, and the medians 

of the other three metrics were equal to 92.01% precision, 98.99% recall, and 94.36% 

F1 score. Moreover, the SD of accuracy was closest to zero while the SD of other 

metrics was closest to seven, as is obvious from the table. 

 

By making the comparison between the results achieved from the three methods 

(CLSTMNet, LSTM, and CNN) as evidenced by the three tables above, we find the 

minimum, the maximum, the mean, and the median of all the metrics we utilized that 

CLSTMNet outperforms the other algorithms. On the other hand, the accuracy 

comparison between CLSTMNet and many state-of-the-art methods is illustrated in 

table 5.4. Furthermore, all of the mentioned methods were experimentally tested on 

the same dataset, the NSL-KDD dataset. As shown in the table, the current method 

outperformed the other methods in terms of accuracy. This study demonstrates to the 

researcher that the CLSTMNet was able to more actively detect DDoS attacks than 

traditional deep learning and machine learning techniques. This is because of its 

architecture and hybridization of two of the best deep learning algorithms, CNN and 

LSTM. Because of its architecture, the CNN layer is used for feature selection, and the 

LSTM layer is used as a predictor based on built-in memory blocks. 
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PART 6 

 

CONCLUSION 

 

This study proposed a novel method, the CLSTMNet method, that is a hybridization 

of two of the best deep learning algorithms to solve the biggest obstacle facing 

networks, the DDoS attacks. The two DL algorithms are: CNN was employed as a 

feature selector because of its architecture, and the LSTM was employed as a predictor 

because of its built-in memory block. Moreover, the architecture utilized for 

CLSTMNet made it more powerful to detect DDoS attacks, which were comprised of 

seven layers. At the same time, functions and parameters proposed in this study for 

learning enhanced the CLSTMNet performance. The famous NSL-KDD dataset was 

utilized for applying each of the CLSTMNet, LSTM, and CNN. All three methods 

were executed five times with 500 epochs each, utilizing the Python programming 

language. Also, all the experiments were applied on the TensorFlow platforms. The 

CLSTMNet method was compared with both the CNN and the LSTM methods 

depending on four metrics: accuracy, precision, recall, and F1 score. The experimental 

findings demonstrated that the CLSTMNet had the best performance among all the 

others: accuracy = 99.20%, precision = 91.94%, recall = 93.37%, and F1 score = 92.4. 

In the end, the CLSTMNet achieved high accuracy when compared with the accuracy 

of many state-of-the-art methods in terms of detecting DDoS attacks. The present 

study can contribute to this method being applied not only to detecting DDoS attacks 

but also to detecting all attacks. It can also be utilized in many different fields. 

 

 For future work, we recommend applying the CLSTMNet method to the various 

datasets. Also, we suggest changing the used architecture from sequential to parallel 

and adding a voting technique to it. 
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