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ABSTRACT 

 

Ph.D. Thesis 
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Fathi Abdulmajeed M. ALREMALI 

 

Karabük University 

Institute of Graduate Programs  

The Department of Electrical-Electronics Engineering 

 

Thesis Advisor: 

Prof. Dr. İhsan ULUER 

January 2023, 108 pages 

 

This work presents a combination of artificial neural network (ANN) with the grey 

wolf optimization algorithm (GWO) to improve the power quality of a grid-connected 

distributed power generation system (DPGS). The GWO is a meta-heuristic 

optimization method inspired by the hunting behavior of grey wolfs. To assess the 

effectiveness of the proposed algorithm, a grid-tied of small-scale wind energy 

conversion system (WECS) is selected. The power quality issues refer to the output 

voltage and frequency fluctuation and harmonics arising because of the intermittent 

nature of wind speed and power converters. Power quality improvement is achieved 

through the cascaded control system’s optimal tuning of three proportional-integral 

(PI) controllers of the grid-side inverter (GSI). However, because the DPGS model is 

computationally costly, it is approximated using ANN to serve as a surrogate model 

of DPGS, which is considered a salient feature of this research. The input-output 

datasets were obtained by repeatedly simulating the proposed power system and were 



v 

used to test and train the ANN model. Furthermore, the GWO is combined with an 

ANN model to improve optimization precision and shorten GWO execution time. 

According to the ANN model’s performance evaluation, the correlation coefficient (R) 

is close to one, while the mean squared error (MSE) is near zero. These findings 

demonstrate the ANN model’s great accuracy in approximating the DPGS model. 

Using MATLAB/Simulink, the system’s performance is evaluated using the optimum 

values obtained using GWO-ANN for various wind speed profiles. It showed the 

suggested power quality method’s improved stability, convergence behavior, the 

control mechanism's effectiveness, and the proposed topology's robustness.  

 

Key Words : Artificial Neural Network, Grey Wolf Optimizer, PI controller, Grid 

Connection, Power Quality, Wind Energy. 

Science Code :  90544 
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ÖZET 

 

Doktora Tezi 

 

ŞEBEKE BAĞLANTISI İÇİN RÜZGAR ENERJİSİ DÖNÜŞÜM SİSTEMİNİN 

KONTROL STRATEJİSİ 

 

Fathi Abdulmajeed M. ALREMALI 

 

Karabük Üniversitesi 

Lisansüstü Eğitim Enstitüsü 

 Elektrik-Elektronik Mühendisliği Anabilim Dalı 

 

Tez Danışmanı: 

Prof. Dr. İhsan ULUER 

Ocak 2023, 108 sayfa 

 

Bu çalışma, şebekeye bağlı dağıtılmış güç üretim sisteminin (DPGS) güç kalitesini 

iyileştirmek için gri kurt optimizasyon algoritması (GWO) ile yapay sinir ağının 

(YSA) bir kombinasyonunu sunar. GWO, gri kurtların avlanma davranışından ilham 

alan bir meta-sezgisel optimizasyon yöntemidir. Önerilen algoritmanın etkinliğini 

değerlendirmek için, şebekeye bağlı küçük ölçekli rüzgar enerjisi dönüşüm sistemi 

(WECS) seçilmiştir. Güç kalitesi sorunları, çıkış voltajı ve frekans dalgalanması ile 

rüzgar hızının ve güç dönüştürücülerinin kesintili doğası nedeniyle ortaya çıkan 

harmonikleri ifade eder. Güç kalitesi iyileştirmesi, kademeli kontrol sisteminin şebeke 

tarafı invertörün (GSI) üç oransal-tümleşik (PI) kontrolörünün optimal ayarıyla elde 

edilir. Ancak, DPGS modeli hesaplama açısından maliyetli olduğu için, bu 

araştırmanın göze çarpan bir özelliği olarak kabul edilen DPGS'nin bir vekil modeli 

olarak hizmet etmek için YSA kullanılarak yaklaşık olarak tahmin edilmiştir. Dikkate 

alınan güç sistemi, YSA modelini doğrulayan ve eğiten girdi-çıktı veri kümelerini elde 
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etmek için tekrar tekrar simüle edildi. Ayrıca, ANN modeli, optimizasyon kesinliğini 

artırmak ve GWO'nun yürütme süresini en aza indirmek için GWO ile birlikte 

kullanılır. YSA modelinin performans değerlendirmesine göre korelasyon katsayısı 

(R) bire yakınken, ortalama karesel hata (MSE) sıfıra yakındır. Bu bulgular, YSA 

modelinin DPGS modeline yaklaşmadaki büyük doğruluğunu göstermektedir. 

MATLAB/Simulink kullanılarak, çeşitli rüzgar hızı profilleri için GWO-ANN 

kullanılarak elde edilen optimum değerler kullanılarak sistemin performansı 

değerlendirilir. Önerilen güç kalitesi yönteminin gelişmiş kararlılığını, yakınsama 

davranışını, kontrol mekanizmasının etkinliğini ve önerilen topolojinin sağlamlığını 

gösterdi. 

 

Anahtar Kelimeler  : Yapay sinir ağı, gri kurt optimize edici, PI denetleyici, şebeke 

bağlantısı, güç kalitesi, rüzgar enerjisi. 

Bilim Kodu : 90544 
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PART 1 

 

INTRODUCTION 

 

There is an ever-increasing demand for electric energy due to the exponential growth 

of economic development and industrialization [1]. The fastest demand growth since 

2010 saw +5.4% in 2021 [2]; therefore, countries should boost electrical energy 

production to keep up with the increase in demand. Nuclear energy, renewable energy, 

and fossil fuels can all be utilized to generate electricity [3]. But nuclear energy creates 

hazardous compounds that endanger human health and the environment as well as the 

potential challenges associated with the disposal of nuclear waste, whereas fossil fuels 

have a limited supply, fluctuate in price, and release emissions that contribute to global 

warming and climate change [4]. Utilizing renewable energy sources is mostly driven 

by this issue (RESs). RESs are characterized as clean energy sources that limit negative 

environmental effects, produce little to no secondary waste, and are sustainable in light 

of a country's energy, economic, and social needs [5]. The RES actually stands out for 

its variety of energy supply options, decreased reliance on fossil fuels, increase in net 

employment, development of export markets, decrease in greenhouse gas emissions, 

production of little to no secondary waste, and sustainability based on the energy and 

economic factors [6]. Marine, biomass, geothermal, wind, and solar energy are a few 

examples of RES sources. The capacity of renewable energy sources increased 

globally in 2021, adding more than 314 GW, according to the Renewable Energy 

Policy Network report (REN21). The total installed capacity of renewable energy 

increased by 11% globally to around 3,146 GW. In 2021, renewable energy accounted 

for 28.3% of the world's electricity mix [7]. Figure 1.1 depicts the increase in 

renewable energy capacity (2011 – 2021). The most extensively used RES sources are 

solar and wind energy, which are also predicted to grow more than any other energy 

source by the middle of this century and play a significant role in the 21st Century 

[8,9]. With an increase from 9.3% in 2020 to 10.3% in 2021, wind and solar power 

generated twice as much electricity as they did in 2015 (4.6%), the year the Paris 
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Climate Agreement was signed [2]. Given this, the global weighted average cost of 

solar photovoltaics,  decreased by 13% in 2021, while onshore and offshore wind 

decreased by 15% and 13%, respectively, compared to 2020 [10]. 

 

 

Figure 1.1. Renewable power capacity growth [7]. 

 

Wind power has the quickest growth, which makes it the second-largest renewable 

resource [8]. The 837 GW total global wind generating capacity increased by 93.6 GW 

after new installations in 2021, representing a 12% year-over-year increase [11] 

despite the COVID-19 pandemic entering its second year. This is a glaring indication 

of the world's wind industry's extraordinary resilience and growing trend. The future 

of wind energy globally predicts an average annual growth rate of 6.6%. The Global 

Wind Energy Council (GWEC) estimates that 557 GW of additional capacity will be 

added during the following five years, or more than 110 GW of new installations each 

year until 2026  [11]. On the other hand, grid-connected wind energy is expanding 

more quickly than any other renewable electricity generation resource achieving global 

annual growth rates of 20–30 % [12]. Wind power, the second-largest renewable 

resource after hydropower, is one of the energy sources with the fastest expansion. The 

main advantages of employing wind as a power source are the quick installation, 

scalability, and minimal carbon effect of the associated infrastructure throughout the 

project's life cycle [13]. In addition, more energy may be produced close to load centers 
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because of the increased accessibility of RESs, which lowers the cost of long-distance 

power transmission. Figure 1.2 depicts the increasing global wind-power generating 

capacity from 2001 to 2021. 

 

  

Figure 1.2. Historic development of complete installations [11]. 

 

The wind is more affordable for producing electricity than conventional energy 

sources [14,15]. However, finding the ideal site to generate electricity from renewable 

sources is challenging. Thus, employing a wind turbine (WT) to transform wind energy 

into electrical energy mechanically is valuable. Over the past two decades, several WT 

concepts have contributed to rapid wind power generation advancements and 

enormous power generation capacity expansion [16]. 

 

1.1. DISTRIBUTED WTS AND INTEGRATION ISSUES 

 

Because of the technology development and environmental protection, low-power 

WTs can be used in grid-connected distributed power generated systems (DPGs) to 

meet the growing electricity demand and reduce electricity consumption from the 

utility grid. Without using any energy storage, the excess power generated by the WT 

that is more than the household or community needs is pumped into the utility [17,18]. 

On the other hand, power is removed to compensate for the shortfall when the 
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generator cannot provide enough power to support the demand. The use of distributed 

power generation (DPG) units has increased significantly. This approach offers lower 

transmission losses and generation redundancy as a way to decentralize the production 

and transmission of power, among other advantages. On the other side, it might 

introduce inherent difficulties in system operations and reliability [19]. 

 

Additionally, using individual distributed generators can result in various issues, 

including islanding, local voltage rise, the ability to exceed the thermal limits of 

specific lines and transformers, and high capital costs [20,21]. The output power of 

generation units and the accompanying loads have been treated as main grid 

subsystems, known as microgrids (MG), to overcome grid connection concerns [22]. 

These microgrids typically include a distribution-level grid with distributed energy 

resources (DER) like micro-turbines, PV panels, fuel cells, small hydropower, mini-

wind turbines, and small diesel generators operating in a controllable system, and 

capable of supplying reliable energy to a local area [23]. The advantage of the 

microgrid over the conventional power plant is: It provides electricity more sustainably 

by cutting down on transmission power losses and network congestion. If suitable 

control techniques are used, the micro-grid systems also offer the opportunity to 

integrate diverse locally accessible renewable resources to construct relatively bigger 

power generation capacity systems and improve power system reliability [24,25]. 

Power electronic converters flexibly manage reactive power output, the voltage output 

of generation, and active power, so they are used to interface a majority of DERs in a 

microgrid, increasing the resilience of the power grid [26]. MG was connected to the 

distribution network through a voltage range of 0.4 kV to 33 kV [27]. Figure 1.3 clarify 

the general configuration of grid connected-MG. 
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Figure 1.3. The architecture of Grid-connected DPGS [28]. 

 

A microgrid is often connected to a grid that can connect to and disconnect from the 

grid for it to operate in islanded mode and supply local loads in both ways. [29]. The 

primary challenge faced by grid-connected DPGSs compared to traditional power 

plants is the variable and unpredictable nature of wind speed (CPPs). Any slight 

variation in wind speed significantly impacts the quantity of power generated on the 

grid because a wind turbine’s output power is inversely proportional to the cube of the 

wind speed. These variations have an impact on the grid's losses and electricity quality. 

Any voltage or current issue resulting in frequency variations, equipment failure, or 

improper operation is referred to as a power quality issue. Different difficulties are 

acknowledged in real-world situations where wind power penetration is high. In order 

to help the restoration of grid stability, WTs must connect to the grid for a 

predetermined period of time at low voltage, known as low voltage ride through 

(LVRT) capabilities. To guarantee the stability and dependability of the power system, 

transmission system operators (TSO) set operational regulations (grid codes) that 

regulate the behaviors of CPPs. Grid codes are the guidelines established by the 

government for connecting to the network and operating in accordance with the 

standards by all of its stakeholders, including customers and power generating stations 

[30]. The stability and dependability of the overall power system have recently been 

impacted by the rising penetration level of DPGs, necessitating the management of 
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DPG behavior in the same way that CPP behavior is regulated. Under normal 

circumstances, DPGs should contribute to frequency and voltage regulation, LVRT 

capabilities, and reactive current delivery during voltage sags [31].  

 

1.2. PROBLEM STATEMENT  

 

Unlike classical sources of electric power, wind energy is fluctuating source and non-

controllable by nature. Therefore, it has a distinct function in the existing power 

system. The main problem handled by this research is the quality of the injected power 

into the grid. 

 

Given the recent increase in wind energy penetration into the grid or transmission 

systems, additional grid constraints are added to protect stable electric network 

operations. Technical issues such as fault ride-through capabilities, power quality, and 

active and reactive power regulation must be considered while integrating wind energy 

with the electrical network [32]. Thus, the WECS operating parameters should be 

comparable to the utility grid parameters to guarantee the energy supply's stability, 

dependability, and availability. Additionally, the injected power should maintain 

magnitude and frequency in the sinusoidal voltage under usual conditions. 

Additionally, it's important to stay within the permitted limitations for harmonic and 

flicker emissions [33]. Poor supply quality will result from the DPG system's 

incompatibility with the utility grid's power quality specifications [34]. Another 

challenge is that the DPGS is computationally complex, which is unavoidably a 

disadvantage when applying optimization techniques directly to the power system, 

especially when the grey wolf optimizer (GWO) algorithm is subjected to many 

iterations. 

 

1.3. RESEARCH MOTIVATION 

 

The accessibility of electrical energy is indispensable for the functioning of modern 

society, which comprises a wide range of industrial activities, transportation, lighting, 

food processing, storage, information, and communication technology. According to 

studies, there is a strong correlation between socioeconomic development and energy 
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use [35]. Thus, one of the main drivers of the current energy research trends is the 

rising need for electricity. Because of RES, wind energy is today regarded as the 

foundation of renewable power generation and the energy source with the fastest 

growth rate worldwide because of its advantages of being one of the most abundant 

and clean renewable forms of energy in nature [36–39]. Furthermore, onshore and 

offshore wind saw a 15% and 13% leveled cost of power drop [10]. The main factors 

behind the widespread global interest in wind-powered electrical systems are the 

benefits it offers in terms of both the economy and the environment. Its costs are also 

continually falling due to technological advancements, making it competitive with 

other energy sources [40]. 

 

1.4. LITERATURE REVIEW 

 

A power electronic converter, consisting of a machine-side converter (MSC) and a 

grid-side inverter (GSI) with a DC capacitor, connects the DPGS, which is DD-PMSG-

VSWT, to the grid. The MSC and GSI can be controlled using a variety of control 

strategies, including feedback linearization [41,42], sliding mode control [43], 

feedback linearization [44,45], etc. This research focuses on GSI controllers related to 

the grid-connected DD-PMSG-VSWT. Numerous control methods have been created 

in order for the inverter to output the current regulation that is supplied to utility grids. 

These techniques gave rise to controllers, such as the predictive controller, linear 

proportional-integral (PI) controller, and hysteresis controller [46]. Due to their 

adaptability, capability, and long-term stability margins, popular controllers are still 

used as PI regulators in the industry [46]. However, configuring the PI controller's 

settings can be challenging, particularly in industrial systems with high order, delay 

time, and nonlinearities [47]. As a result, the gains must be appropriately calibrated. 

The Cohen-Coon-PID [48], Taguchi technique [49], Trial and Error method [50,51], 

Artificial Neural Network (ANN) [52], Ziegler-Nichols method [53], and Affine 

projection algorithm [54], etc. ] have been used for fine-tuning PI regulators in the 

literature. 

 

The aforementioned tuning strategies, however, are dependent on the beginning values 

and are, therefore, unable to modify higher-order, more complex processes [47,55]. 
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Then, the PI controller parameters can also be fine-tuned using meta-heuristic 

algorithms, such as Differential Evolution Algorithm (DE) [56], Particle Swarm 

Optimization (PSO) [57], Whale Optimization Algorithm (WOA) [58], Genetic 

Algorithm (GA) [59], etc. can serve as effective methods for adjusting the PI 

controller's parameters. This study employs the GWO meta-heuristic technique to 

identify the best parameters for cascaded PI controllers in GSI control of the grid-

connected DPGS. 

 

In this research, an extensive literature review is conducted on using the traditional 

and metaheuristic algorithms for optimum tuning of PI controller gains as well as 

approximating the heavy systems to the ANN model. The GWO and other 

metaheuristic algorithms used for optimizing the PI gains are stated as follows. 

 

In a study [60], the optimal PID control parameters are determined using Chien-

Hrones-Reswick tuning, Cohen-Coon tuning, and Ziegler-Nichols step response 

methods. The Cohen-Coon tuning methodology was the most successful control tuning 

technique. 

 

The DC circuit voltage control system performs for the PI, PI-PSO, and FO-PI-PSO 

controllers have been compared in a study [61] between the primary grid and a PV 

array. Numerical simulations confirmed the FOPI-PSO voltage controller's superiority 

to a benchmark system. 

 

An active structural control using three separated metaheuristics tuned PID type 

controllers is presented in the study [62]. The applied algorithms are Flower 

Pollination Algorithm, Teaching Learning Based Optimization (TLBO), and Jaya 

algorithm. The three algorithms discovered various PID control parameters during the 

optimization process. The most effective algorithm among these three was TLBO. 

 

A PID controller design for DC motor speed control is provided in [63]. The 

metaheuristic algorithms, Genetic GA, PSO, Simulated Annealing (SA), and Nelder-

Mead (NM) are thoroughly compared to traditional approaches like the Zeigler-
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Nichols and Cohen-Coon methods. It concluded that better outcomes were achieved 

with the aid of metaheuristic algorithms.  

 

A comparison study between the traditional pole approach and those based on 

metaheuristic optimization to fine-tune the PI controller is presented in [64]. It is found 

that meta-metaheuristic algorithms, as opposed to conventional ones, are very 

effective at enhancing dynamic performance.  

 

Response Surface Methodology (RSM) and Genetic Algorithms (GAs) were used in 

[65] to propose the best design process for the cascaded PI controller that is used in 

the frequency converter of the DD-PMSG-VSWT. It is discovered that the 

characteristics of the DD-PMSG-VSWT's frequency converter, which was derived 

from GAs-RSM, can be significantly improved in terms of fault-ride-through.  

 

An application of a Whale Optimization Algorithm (WOA) has been proposed in [66] 

for finding the optimal parameters of the conventional  PI controllers for the PMSG-

based WECS on machine side converter. The optimal dynamic performance of PMSG 

under grid fault can be easily achieved.  

 

According to another study [67], Artificial Bee Colony (ABC) -based optimization for 

PID controller tuning was one of the finest new tuning techniques compared to other 

meta-heuristic algorithms.  

 

The Chemical Reaction Optimization technique (CRO) was first used in a study [68]  

to find the best PI controller parameters for a double-fed induction generator model. 

According to the simulation results, utilizing CRO for PI tuning has advantages over 

using the traditional method in terms of performance index and setting time. 

 

Ant Colony Optimization (ACO) and Differential Evolution (DE), two metaheuristic 

algorithms, are used in a study [69] to optimize the PI controllers in three-phase 

induction motor control loops. In all tests, the acquired findings demonstrated good 

performance of the system structure using optimized PI controllers, with DE 

optimization performing slightly better than ACO. 
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Among all the meta-heuristic techniques, the GWO proposed by [70] is one of the 

most potent meta-heuristic. As a recently created algorithm, it has the potential to 

compete with existing algorithms in terms of solution correctness, minimal 

computational effort, and avoidance of premature convergence, including PSO, GA, 

and many other algorithms [71]. Outstanding research applications from numerous 

important research disciplines have been assessed as a result of the GWO's exceptional 

benefits.  These applications include machine learning, the electrical grid, the 

communication network, engineering, wireless sensor networks, environmental 

modeling, health and bioinformatics, image processing, and other areas [72–75]. 

According to the side of engineering applications, GWO has been adapted to numerous 

engineering applications, which include designing and tuning controllers, power 

dispatch issues, robotics and path planning, and many others, as listed below, are 

thoroughly and in-depth explored in this section. Furthermore, more articles in the 

field of control engineering look into using GWO to fine-tune the parameters of 

controllers like integral (I), proportional-integral (PI), and proportional-integral-

derivative (PID) [76]. In this regard, the following extensive revision is offered. 

 

 GWO is used to optimize the parameters of the PI controllers of closed-loop 

condensing pressure control systems [77]. The experimental findings demonstrated 

GWO's superiority over other optimizers like GA and PSO.  

 

Based on determining the ideal size of the microgrid sources, a GWO and an intelligent 

energy-management technique are proposed in  [71] to address the load dispatch 

issues. The GWO algorithm has been proven to be superior to other algorithms, 

including GA, BA, PSO, and the improved bat algorithm. 

 

A new variant of GWO is proposed in [78] for fine-tuning the parameters of the 

proportional-integral controllers for the wind turbine with the doubly fed induction 

generator. By comparing the proposed approach with that of other heuristic algorithms, 

it is verified that a better global convergence, more accurate power tracking, and 

improved fault ride-through capability. 
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The wind turbine's pitch angle control was altered utilizing the PI controller's best 

gains in [79], which were discovered with GWO to deal with the delayed convergence 

into local optimum associated with the PSO and GA tuning approaches. This was done 

to improve the fixed-speed wind turbine integrated into the distribution system's 

efficiency and reduce output variance. 

 

PID controller tuning for water treatment plants was proposed in work [80] utilizing 

the GWO algorithm and other cutting-edge optimization methods. The proposed 

method might result in good transient responses for flux and conductivity while 

reducing mistakes. Comparative simulations showed that the GWO approach is more 

efficient and suitable for optimizing the controller parameters than other techniques. 

 

The GWO is used by the authors of [81] to determine the ideal PI controller parameters 

by minimizing the proposed objective function for managing the charge and discharge 

operation of the superconducting magnetic energy storage (SMES) unit. The 

simulation findings showed that under actual wind speed data with significant range 

variation, the best-managed SMES smoothed down the output wind power and reduced 

its overall harmonic distortion. 

 

A new GWO algorithm for tuning the parameters of Takagi-Sugeno proportional-

integral-fuzzy controllers PI-FCs has been proposed in [82] for a class of nonlinear 

servo systems. The three Takagi-Sugeno PI-FC parameters are acquired using a novel, 

cost-effective tuning method. Furthermore, the tuning strategy is validated by 

experimental data of the angular position control of a laboratory servo system. 

 

The GWO method and a novel hybrid cuckoo search algorithm are utilized in [83] to 

build and adjust the PI controller parameters. Such carefully thought-out PI controller 

performance is shown in both transient and dynamic conditions. The suggested 

algorithm's realistic stability was tested in particular during symmetrical and 

unsymmetrical faults. The collected results demonstrated its superiority to other 

conventional algorithms, such as the Genetic Algorithm. 
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A PI controller for a wind turbine with a fixed speed was tuned using the GWO in [84]. 

Compared to PSO and GA tuning techniques, the GWO tuning method produced better 

results. In comparison to the other two approaches, it displayed quicker convergence 

and better time response specification. 

 

Researchers have used the GWO method effectively [85] to optimize the gains of two 

PID controllers for a quadruped robot to ensure single footstep control in the desired 

trajectory. The proposed technique has been compared with GA and PSO algorithms 

and proved that the GWO algorithm is the best for the PSO algorithm and GA. 

 

A fixed-speed wind turbine's pitch angle control system has been successfully tuned 

with the help of GWO and the PI controller [79]. The same distribution system also 

employed the Ziegler Nichols (ZN) tuned PI controller, PI-fuzzy logic, and fuzzy logic 

controllers. With PI-GWO, the tuned controllers improved efficiency and smoothed 

down the output power. 

 

The findings of a thorough review of 83 previously published articles from 

investigations relating to GWO in diverse applications from the years 2014 to 2017 

are presented in the literature [86]. An overview of the research trend for the GWO 

optimization technique is given, along with a description of the characteristics of the 

GWO algorithm and how it reduces the various difficulties in the various applications. 

It was found that GWO's excellent local search criteria work remarkably well for a 

variety of issues and solutions and enable it to solve single and multi-objective 

problems effectively. 

 

GWO is used to tune PI controllers in [87] DC/DC and DC/AC converters for 

performance enhancement of grid-connected photovoltaic systems. The GWO's 

effectiveness was compared to the WOA, Grasshopper Optimization, and Salp Swarm 

algorithms were tried under changing irradiance conditions. The transient performance 

obtained demonstrated the practicality and feasibility of the chosen GWO technique. 

In [88], the GWO algorithm was recommended for fine-tuning the PID controller 

parameters for a DC-DC boost converter. The performance of the suggested GWO, 

PSO, and GA algorithms under variable load conditions was examined, along with the 
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Root Mean Squared Error (RMSE) between the output voltage and reference. The 

GWO method, as opposed to PSO and GA, has a reduced RMSE, according to the 

results. 

 

The GWO is utilized in  [89] to find the proper gain factors of eight PI regulators of 

MSC and GSI control schemes to improve the low voltage ride-through capability, 

MPPT, and the steady-state operation of grid-connected DD-PMSG-VSWT. The 

GWO algorithm offered the best convergence and superior response of the MPPT and 

the LVRT capability during symmetrical and asymmetrical faults than the GA and 

simplex techniques. 

 

On the other hand, the computational complexity of the DPGS system is undoubtedly 

a drawback when applying optimization methods directly to the power system, 

especially when the GWO algorithm is subjected to a lot of iterations. For this reason, 

several efforts have been made to create a novel model that can be used as a substitute 

for complex simulation models such as the considered DPGS [90]. Different objectives 

for using these novel models include sensitivity analysis, uncertainty quantification, 

risk analysis, and optimization [91]. These cutting-edge models often referred to as 

proxies, surrogate models, or metamodels in engineering, are frequently used for 

design optimization in order to cut down on the amount of computationally demanding 

simulations. The objective of using surrogate models is that it is helpful to assist the 

design optimization process in which they aim to produce the output in a concise 

amount of time [92]. 

 

In the study [91], different classes of proxy models are reviewed and discussed, and a 

new classification based on the development strategy is proposed. In this overview, 

many proxy modeling construction steps are thoroughly covered. 

 

A proxy ANN model to track reservoir temperature and pressure using wellhead data 

has been created [93]. An ANN model is trained using an extensive set of wellhead 

data in a calibrated wellbore simulator. For a variety of production situations in a liquid 

phase reservoir, it is observed that the ANN model can accurately estimate reservoir 

pressure and temperature. 



14 

For groundwater remedial design, the GWO are integrated with the ANN model 

(ANN-GWO) in [94]. The ANN model is used for approximating the flow and 

transport mechanisms of two unconfined aquifer case studies. The outcomes 

demonstrated the excellent level of accuracy of the ANN model. The recommended 

methd showed improved stability and convergence behavior when compared to the 

findings of the ANN-Differential Evolution and ANN-PSO models.  

 

In [92], a surrogate fluid flow model is developed using artificial intelligence and 

machine learning techniques. It is approved that the model can generate the results of 

a complex numerical simulation model at the grid block level with reasonable accuracy 

in a concise time with significantly less computational cost. 

 

A performance evaluation of artificial neural networks-imperialist competitive 

algorithm (ANN-ICA) and artificial neural networks-gray wolf optimizer (ANN-

GWO) models was presented [95] for crop yield prediction. According to the results, 

ANN-GWO proved a better performance in crop yield prediction compared to the 

ANN-ICA model. 

 

An optimization process based on the ANN-wake-power model and the Genetic 

Algorithm is established in [96] to find a set of yaw angles of wind turbines that can 

maximize the power generation of a cluster of wind turbines. The ANN-wake-power 

model performed fast simulation for the total power generation of wind turbines with 

high accuracy. 

 

A surrogate model has been constructed in [97] for predicting the power and fatigue 

loads of turbines in a wind farm wherein three regression methods, namely, Linear 

Regression, Artificial Neural Network, and Gaussian Process Regression, have been 

addressed. The model trained by Gaussian Process Regression has achieved superior 

accuracy. 

 

In [98], ANN is used in conjunction with two metaheuristic approaches, GA and 

harmony search (HS), to forecast the weather in six Turkish cities.  The performance 

measurements and graphical analysis showed that forecasting average temperatures 
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have improved. However, although the proposed hybrid GA-ANN and HS-ANN 

methods ensured remarkable results, it has some limitations.  

 

An ANN model was trained in [99] in an oil reservoir under gas injection using a 

combination of simulation runs known as the design of experiments (DOE). The 

results' accuracy indicated that ANN as a proxy model with DOE is a fast and reliable 

tool that can replace the simulator. 

 

Based on the cuckoo search algorithm (CSA), the study [100] demonstrated the best 

tuning method for five PI controller settings for grid-tied photovoltaic systems. An 

ANN is used to create the mathematical model of the PV system to reduce the design 

effort. Furthermore, the system stability of the ANN-based CSA is validated in case of 

any transient situations. 

 

A proxy model has been created in [92] based on machine learning and artificial 

intelligence to roughly represent the resolution of a difficult reservoir simulation 

model. It was determined that the established proxy model could produce results from 

a sophisticated numerical simulation model with a respectable level of accuracy in a 

concise amount of time at a much lower cost.  

 

1.5. METHOD AND OBJECTIVES 

 

The primary aim of this work is to improve the output power quality of DGS injected 

into the grid under various wind speeds. This research concerns the grid-side 

controller, which focuses on the quality of voltage and current waveforms injected into 

the grid. The controller tasks include: improving the DPG system’s output power 

quality, regulating the power exchange between the DPG plant and grid, performing 

reactive power compensation, achieve a high output power factor. The term power 

quality here refers to voltage regulation, constant frequency, less total harmonic 

distortion in voltage and current waveforms, along with DC link voltage stability and 

grid synchronization. This is achieved by finding optimum gains of three cascaded PI 

controllers in the grid side inverter by combining the grey wolf optimizer (GWO) and 
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artificial neural network (ANN). The above objectives are accomplished by applying 

the following steps: 

 

• To design and develop a grid integration-based DPG system. The system is 

small-scale wind energy. Wherein DD-PMSG-VSWT is considered. 

• Comprehensively review control methods used in grid interfaced DPG grid 

side  

• inverter control and design a control method-based PI controller to improve 

power quality with grid code compliance. 

• To deal with computational complexity and reduce computational time, which 

is undoubtedly a disadvantage when applying optimization techniques directly 

to the DPGS, an alternative ANN model of the DPGS should be designed. 

Additionally, GWO's optimization accuracy has improved.  

• To design GWO code by MATLAB to obtain the best proportional and integral 

gains for each PI controller. That means six optimum gains are required.  

• Using the MATLAB/Simulink program for performance assessment of the 

system utilizing the best GWO-ANN results at different wind speeds. 

 

1.6. THESIS ORGANIZATION 

 

Part one contains the general concept of renewable energy resources; grid integration-

based distributed generation systems, state of the arts related to the topic of the thesis, 

objectives of the work, and the objective and methodology. 

 

Part two deals with configurations and topologies of grid integration-based WECS. 

Further, contains grid integration requirements and grid code. 

 

Part three presents a detailed control strategy for grid integration based-WECS. Also, 

the techniques for tuning of PI Controller are presented.  

 

Part four includes the following methodology, which consists of the detailed steps for 

GWO, building an approximate model for DPGS, and then implementing the 
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conjunction of ANN-GWO to optimize the cascaded PI controllers. Also, the obtained 

results and discussion are presented in this part. 

 

Part five summarizes the research outcomes and significant research contributions. 

Additionally, it suggests certain areas for further study. 

 

An index of pertinent references is provided after the conclusion of the thesis. 
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PART 2 

 

SYSTEM MODELING 

 

2.1. WIND ENERGY CONVERSION SYSTEM (WECS) 

 

In WECS, a wind turbine and an electric generator are used to produce electrical 

energy from the wind. The prime mover and the wind turbine can be connected directly 

or through a gearbox configuration. The generator's rotor's shaft is where the prime 

mover is connected, and the stator is connected to either freestanding loads or the 

utility grid via an appropriate power electronic interface [101]. Figure 2.1 depicts the 

block diagram of a typical grid-connected WECS. 

 

 

Figure 2.1. Typical grid-connected WECS 

 

The kinetic wind power wP  flowing out of an area A  at speed v  is [102]: 

 

                            
3 20.5 ,wP Av A r = =                                               (2.1) 

 

where  is air density (
3/kg m ), v  is the wind speed ( /m s ). A  is the rotor swept 

area ( 2m ), and r  is the blade radius (m). Air density depends on temperature, 

humidity, and altitude. The Air has a typical density of 1.225 
3/kg m  of 15◦C at sea 
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level. Aerodynamic conversion losses are significant during the transformation of 

mechanical energy into practical electricity. However, in practice, factors like a hub 

and tip effects, wake effects, and aerofoil blade roughness restrict the typical maximum 

efficiency of a wind rotor to around 30%, as shown in Figure 2.2 [103,104]. 

 

 

Figure 2.2. Power stages of wind energy conversion system [103,104]. 

 

The Betz limit is the theoretical upper energy limit that can be extracted with Pc = 

16/27 = 0.593 [105]. The mechanical power mP  that can be obtained from the kinetic 

wind power wP  is thus given by: 
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where; tP  is the turbine's mechanical power which, absorbed by the wind turbine, v  

shows wind velocity (m/s),  represents the air density ( 3/Kg m ), tP  is the turbine’s 

mechanical power absorbed by the wind turbine, A  shows the turbine’s swept area by 

the blades ( 2m ),  shows the tip speed ratio (TSR),   is the blade pitch angle (C), 

and pc  shows the performance coefficient. The TSR is described as follows: 

 

                                             /r v =                                                                  (2.3) 
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Here ω implies the blades’ rotational speed (rad/s) and r represents the blade radius 

(m). The pc  parameter can be given as follows. 
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The output power is optimized by the performance coefficient pc , which is based on 

the turbine's tip speed ratio  and the pitch angle  of the blades. The turbine’s 

mechanical design affects its TSR. As a result, many investigations have been carried 

out to enhance the TSR value with the structure of the desired blades [106]. 

 

Variable-speed wind turbines (VSWT) need a full or partial-order power converter to 

control power flow, MPPT, and supply high-quality electricity, in contrast to fixed-

speed wind turbines (FSWT) [107,108]. Since these turbines can vary their rotating 

speed to correspond to the instantaneous variations in wind speed, they are able to 

maintain a constant rotational speed-to-wind speed ratio, or ideal tip speed ratio (TSR) 

[14]. Typically, wind turbines are constructed in fixed-speed or variable-speed 

varieties WECS. A fixed-speed WECS does not need power converter hardware 

because it is directly attached to the electrical system. For various factors, including 

decreased mechanical stress, increased power collection, better controllability, and 

power quality—all of which are crucial for grid integration—variable speed operation 

is preferable to fixed speed systems [102]. 

 

On the other hand, a variable-speed WECS communicates with the power grid through 

power electronic converters to enable variable-speed operation. Synchronous 

Generators (SGs), which are used by direct-drive wind turbines and must be connected 

to the grid by a full-capacity power converter, are used [109]. Indirect-drive wind 

turbines utilize a Doubly-Fed Induction Generator (DFIG), or a Wound-Rotor 

Induction Generator (WRIG), using controlled rotor resistance. A DFIG is connected 

to the grid through partial capacity converters. Subsequently, A broad WECS 
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configuration range can be achieved by utilizing various designs and combinations 

with some or all of these electrical and mechanical components, including the 

following four types: 

 

Type 1: Fixed-speed WECS with SCIG. 

Type 2: Semi-variable-speed WECS with WRIG. 

Type 3: Semi-variable-speed WECS with DFIG. 

Type 4: Full-variable-speed WECS with PMSG, WRSG, and SCIG. 

 

The four configurations mentioned above are thoroughly explained in this section. 

Each WECS configuration's key mechanical and electrical parts, working theory, 

benefits, and drawbacks are explained. 

 

2.1.1. Type 1 WECS  

 

The most common wind turbine systems of this type, based on squirrel cage induction 

generators (SCIG).and utilizing WECS with no power converter interface, are shown 

in Figure 2.3. 

 

 

Figure 2.3. Squirrel-Cage Induction Generator-equipped WECS. 

 

The generator, connected to the primary grid by a soft starter and step-up transformer, 

was frequently utilized during the early stages of wind turbine installation [104]. A 

three-phase soft starter is employed to reduce the SCIG's undesired inrush current and 

facilitate a smooth start-up. In order to match their respective speeds, a three-stage 

gearbox frequently connects the turbine rotor and wind generator [110]. Induction 
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generators will maintain a speed that varies by only 1% to 2% [6]. Fixed-speed WECSs 

experience severe mechanical strains during wind gusts as well [111].  

 

2.1.2. Type 2 WECS Configuration 

 

The system is built up similarly to a Type 1 turbine, except that a Wound-Rotor 

Induction Generator (WRIG) with coupled rotor windings acts as the external resistor 

in place of a SCIG. The power converter comprises an insulated gate bipolar transistor 

(IGBT) and a three-phase diode-bridge rectifier. A semi-variable-speed WECS 

configuration using a half-rated (10%) power converter and WRIG, as Figure 2.4 

shows. 

 

 

Figure 2.4. Type 2 Wound-Rotor Induction Generator-equipped WECS. 

 

Moreover, using this control approach, the operation speed can be altered by up to 5% 

[112]. WECS can capture more wind power with less strain on the mechanical parts 

and semi-variable-speed operations, but energy losses occur because of rotor 

resistance. Similar to a Type 1 turbine, this system requires a soft starter, reactive 

power correction, and a gearbox. Because of operating at a semi-variable speed, this 

arrangement has fewer adverse effects on grid frequency and has greater energy 

conversion efficiency than Type 1 turbines. Cons include higher maintenance costs 

because of the WRIG's slide rings and brushes, higher starting costs because of the 

power converter, and decreased dependability because of system losses and the 

external resistor 
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2.1.3. Type 3 WECS Configuration 

 

Soft starters and grid-side reactive power compensators are dropped in favor of Type 

3, which also increased the speed range at which WTs could operate. In this setup, a 

power converter takes the role of the Type 2 turbine's converter-controlled external 

resistor. The coupling transformer connects the DFIG windings to the grid directly, as 

opposed to the rotor windings of the DFIG, which are connected to the grid via an AC-

DC-AC Voltage Source Converter (VSC). The rotor circuit converter only controls 

slip power, and only 30% of the generator's power should be made accessible to it 

[113]. The DFIG-based WECS needs gearboxes because multipole low-speed DFIGs 

are impossible. Figure 2.5 shows a typical configuration for the DFIG-based WECS. 

 

 

Figure 2.5. Type 3 with variable-speed DFIG - equipped WECS [17]. 

 

The Type 3 WECS’ main features include challenging fault ride through (FRT) 

compliance, a bi-directional power flow in the rotor circuit, grid-side reactive power 

compensation, a smooth grid connection, robustness against power disturbances, and 

improved dynamic performance compared to Type 1 and 2, and lack of fit for offshore 

wind farms due to the requirement for regular maintenance [114]. 

 

2.1.4. Type 4 WECS Configuration 

 

Type 4 turbines use a power converter to move all the produced electricity between 

the utility grid and the wind generator stator terminals, unlike Type 3 turbines. The 

full-scale power converter’s variable speed range is 0% to 100%. As a result, the power 
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converter's capacity rises from 30% to 100%. This arrangement has been utilized by 

the SCIG, Wound Rotor Synchronous Generator (WRSG), and PMSG [115]. Because 

of its benefits over other wind generator classes, PMSG is the most common type of 

wind generator in Type 4 WECS [116]. Using a multi-pole number SG and running 

the power converters at medium voltage makes it possible to do away with both the 

step-up transformer and the gearbox. Compared to Type 1, 2, and 3 turbines, this 

arrangement is more robust to power system problems [117]. The most promising 

system currently is the direct-drive WECS with PMSG since it does not require 

external excitation or slip rings compared to the WRSG, leading to the great efficiency 

and reliability [107]. Figure 2.6 depicts a typical setup for a variable-speed wind 

turbine with a wind generator and a full-scale power converter made up of a DC-link 

capacitor, a machine-side converter (MSC), and a grid-side inverter (GSI). 

 

 

Figure 2.6. Type 4 WECS with complete variable speed [17]. 

 

The key advantages of this configuration: The generator is completely cut off from the 

grid and produces a lot of energy without putting any strain on its mechanical parts. 

Controlling active and reactive power independently helps to ensure good FRT 

compliance. Further, a full-scale power converter has a smooth grid connection in 

contrast to the variable speed method with a partial-scale power converter over the 

entire speed range. Because of all this, the power converter is more expensive, 

resulting in more power losses [115,118]. Additionally, the price of Permanent Magnet 

materials may also be subject to some uncertainty. 

 

In order to install a wind energy system, numerous structures outfitted with various 

types of induction generators have been created. The problem with these machines is 

that they need both an excitation and a multistage gearbox. However, because of its 
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improved efficiency and durability, superior performance, and capacity to work at low 

speed, which eliminates the need for a gearbox, PMSG has attracted researchers' 

attention in recent years [119,120]. Additionally, this way of control is appropriate for 

minimal maintenance usage. Therefore, the grid-connected of DD-PMSG-VSWT-

based WECS is the subject of this research. 

 

2.2. MPPT CONCEPT 

 

Eq. (2.2) shows that the power produced by a turbine mP  at a given wind speed v  

relies on the value of pc  the air density  , the turbine's design parameters, and other 

variables [14]. Hence, with a fixed blade pitch angle turbine, the output power mostly 

depends on the value of pc and that value depends on the wind turbine's rotor speed. 

As a result, when pc  is maximal, the output power of a wind turbine is at its highest. 

This ideal value pc  occurs at various values   as specified in Eq (2.4). There is only 

one optimum rotor speed for a specific wind speed, which pc  is the greatest _ maxpc  

and optimum 
opt  for maximizing the extracted power, as illustrated in Figure 2.7. 

 

 

Figure 2.7. The curve of power coefficient pc versus tip speed ratio  . 

 

To operate the system at MPP in all operating conditions, it is essential to vary the 

rotational speed due to the instantaneous variations in wind speed. The nonlinear 

power-speed characteristic curve of a turbine depicted in Figure 2.8 [14] illustrates 

how the output power capacity of a wind turbine can be adjusted by modifying rotor 

speed and keeping operational points on _ maxpc . Although the form of the curve is the 
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same, its magnitude varies depending on the wind speed [121,122]. Each curve in this 

diagram has a distinct rotor speed 
m opt that corresponds to the wind velocity's 

maximum power point (MPP) [108]. This effectively means that maximum power may 

be collected from the wind for a given wind speed if the rotor is turned at 
m opt [123]. 

 

 

Figure 2.8. Mechanical power function of the rotor speed. 

 

The subsections below provide an explanation of the three most common MPPT 

techniques [124]: perturb and observe (PO), power signal feedback (PSF), and tip 

speed ratio (TSR). 

 

2.2.1. TSR Algorithm  

 

The TSR control regulates the wind turbine rotor speed to maintain an ideal TSR. The 

wind speed and turbine speed must be measured using the MPPT approach. An 

anemometer is typically used to measure wind speed, which raises system costs and 

makes it nearly impossible to get an accurate reading in practice [125]. The block 

diagram in Figure 2.9 depicts a WECS with TSR control. In this diagram, the optimum 

and actual rotational speeds are compared. The controller then adjusts the generator's 

speed to minimize the error based on the difference. It is concluded that this technique 

compels the generator's mechanical power to track its maximum mechanical power. 

The TSR algorithm is highly effective and responsive [126], but it is more expensive 

since an accurate anemometer is required to measure wind speed in small-scale WECS. 
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Furthermore, these MPPT control algorithms only offer details on the system's optimal 

power-harvesting operating point. To run the system at its MPP, WECS needs a 

controller [127]. 

 

 

Figure 2.9. The control diagram of the optimum TSR MPPT method [125]. 

 

2.2.2. PSF Algorithm 

 

Mathematically, the PSF control can be determined by using (2.1) and (2.2) as follows 
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The maximum power can be found by substituting the maximum value of the pc  and 

the optimum value of the TSR at (6) [128]. 
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From Eq. 2.7, it can be concluded that the maximum power is proportional to the cube 

of the mechanical speed. Using p_maxc  and opt , the optK  (maximum power coefficient) 

can be obtained. The ideal power curve consists of the rotational speed, and electrical 

power can be obtained by using knowledge of p_maxc  and opt  or by the experimental 
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study [129]. The optimal power curve also needs a measured mechanical speed to 

produce the reference of the MPP. Comparing the measured turbine power and 

reference turbine power makes an error, which is then delivered to the controller, so 

the WES is controlled based on the directive of the controller. The control block 

diagram of this method is given in Figure 2.10. 

 

 

Figure 2.10. The control block diagram of the PSF method  [129]. 

 

2.2.3. Perturb and Observe (PO) Control  

 

A mathematical optimization methodology known as PO or the hill-climb searching 

(HCS) method is utilized to find the local maximum point [130]. First, the controlled 

system is used to choose the control and output parameters. The output parameter is 

then observed after perturbing the control parameter. This process is continued until 

the slope equals zero, as shown in Figure 2.11. The WES control parameter (ω) is 

raised if the slope is positive. Otherwise, it is decreased. According to the literature, 

this method's control parameter can be the converter's duty cycle, input current, or 

input voltage. 

 

Figure 2.11. P&O method graph [129]. 
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2.3. POWER CONVERTERS IN WECS 

 

Important WECS components include converters and electric generators because they 

link the turbine’s mechanical energy to the electric load. Therefore, using the right 

kinds of these devices and control systems is crucial to ensure both perform as 

efficiently as possible [131]. Power converters, which are semiconductor-based 

devices that alter the type or level of an electrical signal, are a must for achieving this. 

According to the current input-output relationship, power converters are categorized 

into four groups: (i) inverter (input DC/output AC), (ii) rectifier (input AC/output DC), 

(iii) chopper (input DC/output DC), and (iv) frequency converter (input AC/output 

AC), called a phase converter or a cycloconverter [132]. 

 

There are three different classes of semiconductors used in power converters based on 

how tightly controlled they are: 1) Diodes, which only allow electricity to travel in one 

direction, and they can't be controlled. 2) Grid-commutated components called 

thyristors or semi-controllable switches, which must be set "off" by the power circuit 

but latch "on" by control signal 3) Bidirectional devices that can be turned "on" or 

"off" by control signals are self-commuted converter systems, also known as 

controllable switches. Active/reactive power is transferrable in either direction 

(DC/AC or AC/DC) using controllable switches. They are composed of the bipolar 

junction transistor (BJT), the metal oxide semiconductor field effect transistor 

(MOSFET), and the insulated-gate bipolar transistor (IGBT) [131]. An AC/DC and 

DC/AC converter-equipped power electronic interface is then used to link an 

asynchronous or synchronous generator to the electrical grid.  

The power electronics converter is becoming increasingly crucial as wind power 

generation capacity and technology advance quickly. On the other hand, the standards 

for power electronics converters are significantly more stringent than ever. In Type 1, 

power converters only utilize slick grid hookups. After connecting the generator to the 

grid, the power converters are then removed [111]. For current Type 3 and Type 4 

WECS, the following technical, operational, and regulatory requirements must be met 

by power converters [133]: 
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• General requirements: To manage the electromagnetic torque on the 

generator side, the current needs to be adjusted. This is required to balance the 

energy in the event of dynamics brought on by an imbalance in inertia between 

mechanical and electrical power conversions and maximize the power 

collected from wind turbines. The converter on the grid side needs to operate 

similarly to conventional power plants. This implies that it should aid in 

maintaining the grid's frequency and voltage amplitude and survive grid faults 

and potentially contribute to their recovery [111,113]. 

• Initial Cost: In order to compete with other energy sources and achieve a low 

cost of energy (COE), this component is crucial. A power converter's starting 

cost makes up a small part (about 7–12%) of the WT costs [134]. Despite the 

minor portion of the cost, a wind farm with hundreds of WTs can achieve 

significant cost reductions. 

• Reliability and Maintenance Cost: To achieve low COE, a power converter's 

maintenance costs must to be as low as possible. Power converters and electric 

generators lead the list of turbine failures (average failure rate: 13-20%), 

according to the most recent reports [135]. Power converter issues lengthen the 

time the WT is not operational and raise the COE. Thus, excellent reliability is 

required for WT power converters. Modular power converters are preferred 

because they can still function with a reduced capacity even if one fails, 

reducing downtime. 

• Efficiency: Efficiency is crucial for reducing COE at the MW power level. Just 

a 1% power converter efficiency gain translates into substantial cost savings in 

a wind farm with hundreds of WTs [136]. Conduction and switching losses are 

the two forms of losses in power converters. Switching devices produce 

conduction losses. It is necessary to reduce power losses, which directly impact 

efficiency, by employing effective switching devices and the best switching 

device design, control strategies, and a cooling system. 

• Power Quality: The numerous power converter parameters are responsible for 

power quality, which is the number of steps in the waveform’s output voltage 

(dv/dt) [137], specifying whether the output voltage waveform must resemble 

a sinusoidal waveform. The necessity for a harmonic output filter and the dv/dt 

ratio both drops as the waveform's step size increases. Additionally, as dv/dt 
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lowers, the electromagnetic interference also does. The total harmonic 

distortion (THD) must be low to supply quality currents and decrease generator 

shaft oscillations [133]. 

• Grid Code Compliance: It is a key prerequisite for grid-connected WTs. Grid 

current harmonic control must adhere to tight requirements set forth in utility 

standards like IEEE 519-1992. Power converters must, among other things, 

maintain voltage and frequency, feed the grid with currents that offer reactive 

power whenever needed, have a low THD (lower than 5%), and provide ride-

through during disruptions [138]. The power converters must fulfill these 

requirements without the aid of additional hardware or parts, such as a static 

VAR compensator (SVC), static synchronous compensator (STATCOM), or 

flexible alternating current transformer (FACTS). 

• Footprint and Weight: Unlike electric drives, the nacelle of WTs has a 

restricted amount of room. Power converters must have a high power density 

for a small footprint and weight, particularly for offshore WTs [133]. 

• To achieve the goals as mentioned earlier, WT manufacturers and the power 

converter companies that support them have developed a variety of generator-

conversion configurations. To differentiate themselves, some WT 

manufacturers are creating cutting-edge power conversion methods [17]. 

Modern WECS power converter classification is a complex topic to master. 

Below is a quick overview of each converter category: 
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2.3.1.  Back-to-Back Connected Power Converters 

 

Back-to-back (BTB) connected power converters are identical on the grid and 

generator sides. They are connected through a DC link. They can be current or voltage 

source converters; both contain a DC link comprised of inductors or capacitors. BTB 

converters transform the generator's output from AC to DC, and then DC to AC, with 

a constant frequency and voltage for connection to the grid. Since power conversion 

occurs in two stages, BTB converters are called two-stage power converters. In 

addition, power travels from the generator to the grid and back again; therefore, BTB 

converters are usable with DFIG, SCIG, WRSG, or PMSG. The MSC and GSI are 

identical, so their development and application are simple and valuable. They hold the 

largest market share and are used by most Type 3 and Type 4 WTs currently in use 

[17]. 

 

• Full-Scale BTB: A complete BTB has two levels (2L-VSC). A Type 4 WECS 

is depicted in Figure 2.12. Both MSC and GSC are implemented, respectively, 

using the voltage source inverter (2L-VSI) and 2L voltage source rectifier. A 

DC-link capacitor couples the MSC and GSC. The 2L-VSR and 2L-VSI are 

implemented using matrix-arranged low-voltage IGBTs [139]. 

 

 
Figure 2.12. Full-scale BTB coupled to 2L-VSC and WECS [17]. 

 

• BTB 2L-VSCs in parallel with separate DC links: It is used to link identical 

power converter modules in parallel to lessen the stress on WECS components 
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for a high-power application. This structure benefits from redundancy, 

modularity, and scalability [113].  

 

 
Figure 2.13. Multiple power converters are connected in parallel to connect a wind 

turbine [17]. 

 

On the grid side, open-winding transformers are utilized to lower circulating currents. 

Each GSC employs its own set of LCL filters. However, Type 4 WECS continue to 

use this setup as their principal technology. 

 

2.3.2. Unidirectional Power Converter 

 

Power in WECS only flows in one direction, from the generator to the grid. As a result, 

the AC to DC conversion on the generator's side can be accomplished using diode-

bridge rectifiers, sometimes referred to as passive generators (PG), as opposed to 

pulse-width-modulated (PWM) active converters [132]. Diode-bridge rectifiers' 

affordability and inherent dependability are unmatched by PWM converters. In PMSG 

and WRSG, permanent magnets and rotor field excitation produce the rotor flux. 

Therefore, diode-bridge rectifiers can implement the generator-side power conversion 

system in PMSG/WRSG WTs. On the generator side, diode-bridge rectifiers are not 

allowed since induction generators like SCIG and DFIG needs magnetizing currents 

to operate. 
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• Diode Rectifier + 2L-VSI:  Compared to the BTB 2L-VSC, this topology 

offers a cheap, lightweight alternative. The diode rectifier converts the 

generator's output's AC voltage to DC. The DC voltage is then converted back 

to AC voltage via the 2L-VSI. The inductor in the DC link smoothes down the 

output current of the diode rectifier. 

 

Figure 2.14 shows how a three-phase diode rectifier and 2L-VSI are used in the power 

converter setup for PMSG/WRSG WECS. 

 

 
Figure 2.14. Type 4 SG WECS with a 2L-VSI and a diode bridge rectifier [17]. 

 

The wind generator and diode rectifier's output voltage changes in response to the 

changing wind speed conditions. However, the highest diode rectifier output voltage 

value is constrained by the generator's rated speed. As a result, the first DC link is 

identified as an unregulated DC link. The diode rectifier's output voltage drastically 

decreases when there is minimal wind. The DC-link voltage must be higher than the 

grid's peak line-to-line voltage in order to transfer the generated electricity to the grid. 

The generator should be overestimated in order to ensure this situation. 

 

• B) Diode Rectifier + 2L-Boost Converter + 2L-VSI Figure 2.15 depicts the 

WECS with a diode rectifier, a 2L boost converter, and a 2L-VSI. The diode 

rectifier converts the generator's variable output voltage to DC. To increase the 

unregulated DC-link voltage and enable variable-speed operation for the 

PMSG/WRSG WECS, the boost converter conducts MPPT. They are referred 

to as (AC/DC + DC/DC + DC/AC) three-stage power converters as a result. 
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An optional component that filters the ripple in the DC voltage generated by 

the diode rectifier is the capacitor in the first DC connection. The boost 

converter also enables the PMSG/WRSGWECS to run at various speeds by 

performing MPPT. As a result, the efficiency of converting wind energy rises, 

particularly during times of low wind speeds [17]. 

 

 
Figure 2.15. Diode rectifier WECS with a 2L boost converter and a 2L-VSI [140].  

 

The generator's variable output voltage is converted to DC by a diode rectifier. The 

diode rectifier converts the variable output voltage of the generator to DC. With the 

help of the boost converter, the unregulated DC-link voltage is raised to a level suitable 

for the 2L-VSI [141].  The capacitor in the first DC link is an optional part that filters 

the ripple in the DC voltage generated by the diode rectifier. The boost converter also 

enables the PMSG/WRSG WECS to run at various speeds by performing MPPT. A 

constant DC input voltage is maintained by managing the DC/AC converter [119]. As 

a result, the efficiency of converting wind energy rises, especially during times of low 

wind speed. 

 

2.3.3. Multilevel Power Converter 

 

It becomes increasingly difficult for a traditional 2L-BTB solution to offer reasonable 

performance with the existing switching devices as wind turbine power capacities rise. 

Because of its ability to provide more output voltage levels, greater voltage amplitude, 

and higher output power, multi-level converter topologies are quickly displacing rivals 

as the favored option for wind turbine applications [142]. Generally, multilevel 

converters can be classified into three categories: Multilevel converters can typically 
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be split into three categories: neutral-point diode clamped structures, flying capacitor 

clamped structures, and cascaded converter cells structures [143]. 

 

2.3.4. Power Converters without a median DC Link 

 

In this topology, the generator-side variable voltage/frequency can be changed to a 

grid-side fixed voltage/frequency without using any bulky, short-lived DC link 

components like electrolytic capacitors. Instead, direct AC/AC power conversion is 

carried out using matrix converters (MCs) [17]. Typical MCs, often called direct 

matric converters (DMCs), are single-stage converters that link an m-phase voltage 

source to an n-phase output load via an m n  array of bidirectional switches. For the 

voltage and current conversion, however, an indirect matrix converter (IMC) needs 

separate stages [144]. However, MCs can be used with both induction and synchronous 

wind generators. 

 

2.4. REQUIREMENTS OF WTS INTEGRATION AND GRID CODE 

 

When compared to traditional power plants, wind energy systems provide different 

obstacles for efficient and cost-effective grid integration, including intermittent, 

uncontrolled wind speed, turbine technology, and protection issues [27]. Because the 

output power of a wind turbine is proportional to the cube of the wind speed, any minor 

change in wind speed results in a significant change in the generated output power. As 

a result, fluctuations in wind speed induce power fluctuation on the grid [145]. These 

variations impact the grid's losses and have an impact on power quality parameters, 

including frequency and voltage aberrations. Several technological aspects, including 

active and reactive power control, fault ride-through (FRT) capability, and power 

quality, should be considered when integrating WECS into the grid network. The 

operational parameters of WECS should be as similar to those of the utility grid to 

maintain the power supply's stability, dependability, and availability [146]. 

Transmission system operators (TSOs) and/or distribution system operators (DSOs) in 

a variety of nations have developed and frequently updated various particular technical 

specifications, referred to as "grid codes," to guarantee grid stability and consumer 

power quality [147].    
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In this context, it must be highlighted that a Type 4 arrangement best conforms with 

all applicable grid code standards [132]. The main takeaway from the grid code is that 

massive synchronous generator-based conventional power plants should behave as 

similarly as possible to wind power plants (WPP) in normal operations and during 

faults [138]. The applicable grid codes, which include standards for network frequency 

and voltage variation, should be followed by all wind energy providers [27]. The 

following subsections discuss the effects of integrating wind energy on grids, which 

must be taken into account to preserve the consistency and quality of the electricity 

supplied to customers. 

 

2.4.1. Fault Ride-Through Capability 

 

A WECS must maintain connectivity to the network and stability throughout network 

faults in order to have fault-ride-through (FRT) capability. This happens because of 

the possibility of a system cascading failure or a threat to security requirements when 

there is substantial wind penetration [148]. Therefore, if the voltage at the point of 

common coupling (PCC) goes below its nominal value for a brief period of time during 

a fault, a WECS should continue to be stable and connected. In order to enable voltage 

recovery during asymmetrical and symmetrical faults and voltage dips, WECS are also 

expected to continue operating. Low Voltage Ride-Through (LVRT) capability refers 

to a wind turbine-based power plant's capacity to maintain a fixed grid connectivity 

across failures or voltage dips [149]. Several novel techniques have been published in 

the literature to improve the system ride-through capabilities, including a variety of 

control methodologies [27]. The typical FRT specifications for grid-connected wind 

power plants are shown in Figure 2.16. 
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Figure 2.16. General curve limits for fault ride-through requirements [150]. 

 

The WT must constantly operate in region A, which depicts the nominal voltage at the 

connecting point, also known as the point of common collection (PCC). However, the 

WTs have to withstand voltage dip and remain connected to the system for a period of 

time ( 0 1t t→ ) if the voltage is in area B; otherwise, they must be disconnected. The 

voltage at the connection point in area C recovers to 1V  within time 2t  after a fault has 

occurred. It is essential when a wind power plant remains under continuous operation 

without disconnection. The values of 0V , 1V , 2t , and 2t  differ from the grid code based 

on the standards and characteristics of the national grid [150]. 

 

2.4.2. Frequency Control 

 

The performance of the active power output offered by wind power plants is an issue 

for the active power control requirements. As a result, WPPs must produce as much 

active power as possible. However, TSOs have developed numerous control functions 

of active power, such as frequency control and power gradient restriction, which must 

be applied since wind energy penetration has increased quickly [151]. The system’s 

frequency regulation is essential for an electrical network to run steadily. It makes sure 

that power generation and consumption are continuously adapted. The power balance 

in the electrical network is coupled to the network frequency through all of the 

synchronous generators connected to it. For instance, a rise in load slows down the 

synchronous generators, causing the frequency to fall, and a strong wind energy 

injection into the system can also affect the grid's frequency [152]. Frequency stability 

is the capacity of a system to keep its frequency within a predetermined tolerance level. 

Figure 2.17 depicts the characteristic of frequency supports in the Danish grid 
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regulations, which state that depending on the power reserving strategy, the active 

power should be reduced when the frequency exceeds 48.7 or 50.15 Hz [153]. 

 

 

Figure 2.17. Frequency control profiles for the wind turbines connected to the Danish 

grid [153]. 

 

2.4.3. Voltage and Reactive Power Control 

 

Voltage stability can be significantly impacted by wind power penetration, which thus 

makes these jobs more challenging [154,155]. Therefore, maintaining steady voltages 

within acceptable limits in various operational scenarios has proven difficult for power 

system operators. One option is to regulate the power factor at the PCC using either 

the active power or terminal voltage; Figure 2.18 and Figure 2.18, respectively, show 

the typical requirements for power factor control based on the active power and 

terminal voltage to support grid stability [156]. 

 

Figure 2.18. Typical power factor deviation range with regard to the active power 

[157]. 
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2.5. POWER QUALITY 

 

Maintaining the nearly sinusoidal waveform of the node voltages and line currents 

during rated operating circumstances is referred to as maintaining power quality (PQ). 

In general, voltage quality concerns variations in the voltage from the ideal waveform 

[158]. Therefore, PQ also can be defined as a set of electrical constraints (reference 

limits) that permits equipment to function as intended without experiencing significant 

operational losses or lifetime degradations. To put it another way, PQ is based on the 

measurements of four crucial electrical characteristics: voltage, current, frequency, 

and phase. As a result, both the voltage and current should have a sinusoidal form with 

a set magnitude at a fixed frequency without changing in phase [159].  

 

The power-quality parameters of the output power from the wind farm at the PCC 

should be governed by applicable IEC 61400 standards (International Electrotechnical 

Commission). The purpose of IEC 61400-21 is to develop a uniform methodology for 

measuring and assessing the power quality parameters of grid-connected WTs to 

provide consistency and accuracy. The WT's electric characteristics that affect the 

grid's voltage quality are included in the definition of "power quality" in this context. 

IEC61400-21 [160] is the relevant IEC standard. Figure 2.19 shows the most typical 

criteria for the power-quality parameters of the output power that emanates from the 

wind power. 

 

 

Figure 2.19. The common power quality problems. 
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2.5.1. Flicker 

 

When a wind turbine is operating continuously or switchingly, flicker is the visible 

variations in light intensity brought on by voltage fluctuations. In all situations, the 

calculating method for wind turbine flicker emission is defined by IEC61400-21. The 

PCC's approved threshold for flicker output is 4% [161]. Rapid voltage fluctuations 

cause the phenomenon known as power line flicker.  These voltage changes might 

result in the irritating and unsettling flickering of electric light. 

 

Additionally, this phenomenon poses a risk to delicate technological equipment. 

Therefore, a standard was required for flicker measurement equipment to ensure 

measurement coherence amongst devices because of the human eye sensitivity 

involved in measuring voltage fluctuations [162]. The structural and functional 

requirements of a flicker measurement device known as a flicker meter are described 

in detail in IEC 61000-4-15 [163]. This monitoring instrument provides both a short

stp  and long-term ltp  signal for the link between voltage variations and human 

discomfort [164]. 

 

2.5.2. Frequency Deviation  

 

The definition of power frequency fluctuations is the departure of the power system's 

fundamental frequency from the frequency value set (50 or 60 Hz). Frequency 

variations result from malfunctions in the bulk power transmission system, the 

disconnection of a sizable portion of the load, or the shutdown of a sizable generation 

source [160]. 

 

2.5.3. Transient  

 

Transients, sometimes known as "surges," are brief sub-cycle disturbances with a wide 

range in amplitude. A single transient can produce thousands of voltages into the 

electrical system, which can damage the installed equipment [12]. In power systems, 

transients, which can be categorized into two classes, oscillatory and impulsive, are 

undesired brief occurrences. These events occurred in less than half a period [160]. 
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2.5.4. Power Outages  

 

Total interruptions of the electrical supply happen as a result of power outages. Power 

is briefly cut off by various utilities with protection equipment installed so that 

disruption can pass. Ice storms, lightning, wind, and utility equipment failure are the 

causes effects: Complete operation disruption. 

 

2.5.5. Harmonics 

 

Power systems' harmonics are characterized by nonlinear components, particularly 

power electronics and reactive power compensators, distorting the voltage or current's 

waveform. [165–167]. There are two sources of harmonics: one is from the inverters, 

and the other is from the loads or the grid. WECS produce harmonics due to the power 

electronics in the interacting inverter switching. The overall harmonic distortion at 

PCC is determined by the interface inverter's topology, control scheme, and 

component choice [148]. Specifications for voltage and current harmonics up to 50 

times the fundamental power frequency are required by IEC61400-21. Subsequently, 

according to generally accepted standards, the PCC's total harmonic distortion (THD) 

from these harmonics should be less than 5% [161]. In order to suit the needs of the 

operator, the controllers with a filter employed should have excellent harmonic 

rejection capabilities due to the cumulative nature of harmonics in power systems. 

[168]. voltages or currents that have frequency components that are not integer 

multiples of the frequency are known as interharmonics; static frequency converters, 

cyclo converters, induction furnaces, and arcing apparatus are some examples of 

interharmonics sources.  
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2.5.6. Voltage Unbalance  

 

When the three-phase voltage varies in magnitude or exhibits a nominal phase shift (

0120 ), there is a voltage imbalance, which can be identified by the ratio of the positive 

to negative sequence voltage component [169]. The voltage unbalance factor (VUF) 

is used to check the quality of voltage unbalance and can be expressed as follows 

[157,170]:  

 

                                                  100%
V

VUF
V

+

−
=                                                                  (2.9) 

 

where V +  and V −  are the positive and negative voltage sequences, respectively. Since 

voltage imbalance is a reliable indicator of the quality of the power supplied to the 

grid, some standards and grid codes limit the VUF at the PCC and ensure that a 

balanced three-phase voltage is injected into the grid. For instance, IEEE Standard 

[171] calls for a maximum voltage imbalance of 3%. 

 

2.5.7. Voltage Fluctuations  

 

Voltage fluctuations result from changes or swings in the steady-state voltage, which 

is above or below the designated input voltage range of equipment. Sags and swells 

are both variations. 

 

• Voltage Sag 

 

A short-term, abrupt drop in the electrical grid's voltage is referred to as a voltage sag 

or dip. It can occur anytime, often between 10 and 90 percent of the nominal voltage. 

It usually lasts one-half cycle and one minute and can impact amplitude or phase [172]. 

It usually occurs when large wind turbines are started together – in which case, the 

current drawn from the electric grid will rise to a high value for milliseconds. Voltage 

sag can also occur as a result of the startup of large motors or when there is a grid short 

circuit. The acceptable voltage dip limiting value is ≤ 3% [173,174]. 

• Voltage Swell  
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Voltage swell is defined as a temporary increase in the supply voltage's RMS value 

that lasts between 0.5 cycles and a minute and remains between 110 and 180 percent 

[173]. Voltage rise for grid-connected WT can occur due to inrush currents or shutting 

down of the big capacity of the WTs. Grid lightning, faults on other phases, and faulty 

substation tuning are additional sources of voltage rise. However, less than 2% is the 

permissible rate for a voltage swell [174,175]. 
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PART 3 

 

CONTROL SYSTEM OF WECS GRID CONNECTION AND 

OPTIMIZATION 

 

3.1. CONTROL ALGORITHM FOR GSI 

 

A grid-side controller primarily assures the generated power quality, DC-link voltage 

control, grid synchronization, grid code compliance, and control of reactive power 

transfer between the DPGS and the grid [176]. This type of control is independent of 

the type of generator control used and the arrangement of the WECS power conversion 

stages. In a grid-connected inverter, the inverter performs as a current-regulated source 

that produces output current, which is based on the reference current signal. The 

current regulatory algorithm regulates how much-intended output power is sent to the 

utility. The linear PI controller has been selected for the GCI application, as explained 

in Section 3.2.1. Translating the dynamic variables into the synchronous reference 

frame is beneficial for controlling the sinusoidal inverter’s output current. The grid’ 

voltage and current waveforms are transformed into a reference frame, which 

synchronously rotates with the grid voltage, applying a reference frame transformation 

module, which is also called the Park Transformation [5]. Instead of sinusoids with a 

certain frequency, the control variables are DC quantities (while a synchronous PI 

controller is operational). The PI compensators can make the fundamental component's 

stationary error zero [177]. 

 

3.2. PI CONTROLLER 

 

The controllers are one of the main components of the systems. These structures make 

sure that the associated systems function as intended. The study and design of these 

circuits are crucial since controllers with quite various architectures and features have 

been created for this purpose. In the industrial sector, the standard controller that is 
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widely used is PID (proportional-integral-derivative). These controllers are typically 

employed in P, PI, PD, and PID combinations [178]. They work to reduce error by 

executing multiplication, integral, and derivative functions, keeping the system 

response at the intended value. A proportional-integral controller, or PI controller, is 

frequently used to correct offset errors [179] when a derivative controller cannot be 

utilized because of the slow response. As a result, in this study, the PI controller is 

considered in the grid-connected DPGS' GSI. In industrial control applications, PID 

controllers are frequently employed. In this case, the r-value, reference setpoint, and 

the measured process output value (m) are compared by the controller. Later, the 

control signal is calculated for the modified process inputs using the error signal (e). 

It ensures that the system output approaches the reference value. In contrast, a PID 

controller modifies process inputs based on the rate of change in the error signal and 

history for reliable and precise control [180]. In other words, the PI controller's 

responsibility is to keep the output at a level where there is no deviation from the 

setpoint (r) between the measured variable (m) and the measured variable (r) [181]. 

Because of its efficiency and simplicity, PI control is the most helpful type of 

controller. Additionally, it lowers the system's offset and noise signals [182]. Figure 

3.1 provides the PI controller's general control closed loop system architecture. 

 

 

Figure 3.1. Control system with PI controller 

 

The PI controller's mathematical equation is given below: 

 

                                  
0

( ) ( ) ( )
t

p i
u t K e t K e t= +                                                        (3.1) 

 

                                       ( ) ( ) ( )e t m t r t= −                                                                (3.2) 
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Here, p
K  represents proportional gain, ( )e t  is the error value, ( )u t is a control variable, 

and 
i

K  shows an integral gain. The controller maintains the optimum output, so an 

appropriate controller needs to be designed. It is possible by selecting a PI controller’s 

tuning parameters p
K  and 

i
K  [183]. A controller that can minimize the error between 

an output value and the actual input is necessary for a controlled process. PI controllers 

are frequently used for this purpose, but a primary issue with PID controllers is they 

need tuning. Several methods, including classical and metaheuristics, help tune PID 

controllers and find their optimal parameter values [88]. The traditional approaches 

call for mathematical system modeling and response analysis, whereas metaheuristic 

technique-based optimization algorithms are Stochastic methods to address the issue 

by utilizing natural laws. The standard techniques for locating the global optimum 

include GA, Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), 

Simulated Annealing, Differential Evolution (DE), and Grey Wolf Optimizer (GWO). 

These techniques are also popular in this area. The following sections address 

optimization strategies based on metaheuristics. 

 

3.3. OPTIMIZATION METHODS FOR DESIGNING OF PI CONTROLLER 

 

To find the optimal solution when one or more criteria are given, an optimization must 

consider the system's characteristics and any external limitations. Using random 

processes, the best answer is selected from solutions. Based on the generation of new 

solutions, the search for the optimal solution is conducted [184]. Numerous 

optimization algorithms developed up to this point have drawn inspiration from the 

collective behavior of living creatures in their search for food or in the development 

of their breed [185]. These algorithms rely on collective intelligence, which is 

generated by adding up the individual behaviors of its pieces and following 

fundamental laws. In load frequency management, optimal size, power flow, voltage 

regulation, and optimization techniques are frequently used [186–188]. The integral 

absolute error (IAE), integral square error (ISE), integral time multiplied absolute error 

(ITAE), and integral multiplied time square error (ITSE) are commonly applied 

objective functions to adjust the PI controller’s gains [84,189]. Their mathematical 

expressions are presented in (3.3)-(3.6).  



48 

Integral Absolute Error 
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Integral Time Absolute Error 
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Integral Square Error 
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T
ITSE t e t=                                                   (3.6) 

 

However, the effectiveness of beneficial algorithms is reliant on an appropriate search 

technique, which necessitates the accurate description of the objective function, search 

limitations, the setup of the search algorithm control parameters, and the complexity 

of the analysis system [190]. 

 

3.3.1. Genetic Algorithm (GA) 

 

The foundation of the general algorithm is the simulations of biological evolution and 

the underlying genetic selection process. The GA algorithm mathematically models 

the genes' crossover and mutation activities. These mechanisms allow the species to 

have better genes in every generation and make them suitable for the environment. The 

objective function of the optimization problem will be satisfied by the best genes after 

n generations [191]. 
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3.3.2. Particle Swarm Optimization (PSO) 

 

The fundamental idea of this algorithm is inspired by the group migration of birds, 

where a leader precedes each feature. The fitness of each particle in the PSO may be 

calculated using this space, which is made up of a collection of particles traveling in a 

specific search space. The velocity and position vectors correspond to a position for 

each particle. Every particle remembers its optimum position following each iteration. 

Additionally, the group's local relationship is established. The following value is saved 

as the position vector that is the best among all neighbors. The relationship can be used 

to calculate each particle's position and speed of motion. The optimum solution may 

also vary for each particle depending on the number of particles and iterations. 

Obviously, as the integration and particle count rise, the solution will improve; 

however, constraints must be considered, including the computational load and 

required time. The velocity and intelligence of the particles determine the optimal spot 

to reach, and each particle in this area might hold the answer. The fundamental idea 

behind PSO is to randomly assess each particle's acceleration toward its optimal 

location and the optimal global position at each time step [192]. 

 

3.3.3. Grey Wolf Optimizer (GWO) 

 

It was first developed by Mirjalili et al. as a structure that mimics the social leadership 

and hunting behaviors of grey wolves to solve optimization problems. This algorithm 

works based on the hunting skills of a pack of 5-12 wolves. 

 

The GWO algorithm updates the wolves’ locations and hierarchy and searches for an 

optimal solution in a pre-defined search space. Engineering is a required field in 

optimization in the real world. It has many important uses that directly affect how well 

people live. Therefore, it's interesting that GWO has been adapted to numerous 

engineering applications [76,191]. These applications, which include designing and 

tuning controllers, power dispatch issues, robotics and path planning, and many others, 

are thoroughly and in-depth explored in the first chapter. Thus, GWO, a recent addition 

to the population-based swarm intelligence optimization algorithms, is distinguished 

by several attractive benefits, including simplicity, derivation-free process, local 
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optima avoidance, and flexibility. Additionally, it has fewer control parameters to 

alter, is simple to implement, and exhibits a quick convergence property [74]. 

 

• Inspiration 

 

Wolf packs are in a hierarchical structure; the leading wolves are the alpha () wolves; 

followers of alpha are beta () wolves; subordinates are delta () wolves, and familiar 

followers are omega () wolves, as Figure 3.2 illustrates.  

 

 

Figure 3.2. Grey wolves’ hierarchy. 

 

Here, Figure 3.3 depicts how Alpha selects a target and asks Beta to join, who notifies 

the whole pack, updates Alpha about all pack activities, and helps Alpha make 

decisions. Delta wolves are under the control of both alpha and beta wolves. In a 

typical pack, delta sub-types like scouts, hunters, sentinels, caregivers, and elders can 

be found. The least dominant Omega follows all others and is nonetheless important 

despite a low hierarchical standing. Interns become cranky when Omega is absent. 

When omega is absent, internal conflict develops that sabotages the hierarchical social 

structure of wolves. When hunting, wolves approach, track, chase, harass and encircle 

their prey before attacking it when it stops moving. By breaking down the exploration 

of the search area into three phases that resemble the wolf's three stages of hunting—

encircling, hunting, and attacking the prey—the search for the best answer can be 

realized [191].  
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• Encircling Prey 

 

Wolves encircle their prey before they hunt it. Their encircling behavior can be 

mathematically described using the following model: study [70]: 

 

                                               ( ) ( )PD C x t x t=  −                                               (3.7)       

             

                                                ( 1) ( 1)px t x t A D+ = + −                                   (3.8)  

    

Here t  is the present iteration, ( )Px t  which shows the leading wolves’ positions, ( )x t  

is the arbitrary wolf’s position ( 1)x t +  is the random position of the wolf, D represents 

the distance, and both A and C are coefficient vectors [193]:   
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                                    (3.9) 

 

Here, ( )a t  a variable represented has a linear iteration number lowered from 2 to 0, 

and T displays the maximum number of iterations. The 1r  and 2r  are random values 

between [0, 1]. All the wolves (including Omega) change their places about the three 

ideal positions. The following set of equations can mathematically depict where a 

candidate wolf stands concerning the three best positions [72]: 
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In this case, the wolf's location is denoted by ( )x t  , and his alternative positions are 

1( 1)x t + , 
2 ( 1)x t + , and 

3( 1)x t + . Here ( )x t , ( )x t  and ( )x t  are the alpha, beta, and 

delta wolves’ positions, and during the next iteration, ( 1)x t +  shows the candidate 

wolf’s position. In GWO, the coefficients A and C govern the search. Here, 1A   

means that the wolves were given the command to leave the under-appreciated target. 

Then, they will explore the search space and find a suitable target; however, the 1A   

shows how the wolves approach and catch prey [194], as Figure 3.3 shows. 

 

 

Figure 3.3. Mechanisms used by wolves to exploit and explore their search areas [94]. 

 

An exploration-exploitation balance is created by reducing A, concerned with 

iterations within the already established range [-2, 2]. The uniform distribution of the 

coefficient C lies in the range [0, 2]. The stochastic variable C1 in this situation 

supports the exploitation process, but C >1 focuses on exploration. In this case, C 

behaves stochastically independently of the number of iterations, preventing local 

minima-trapping during optimization [193]. 

 

3.4. PROXY MODEL CONCEPT 

 

Proxy models have drawn much attention lately because they are sophisticated non-

linear interpolation tables to simplify computations and approximate complex models. 

High-fidelity models allow data collection to build a proxy model. They can be a 

fantastic option once they've been built for various jobs like uncertainty analysis, 

optimization, forecasting, etc. [91]. Comparing numerical models to more 
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conventional trial-and-error techniques can save time and cost [195]. Nevertheless, 

getting precise findings rapidly has never been easy. In a particularly complex process, 

numerous data sources are rapidly gathered and may modify the circumstances and 

uncertainties. Field development plans must also be updated more frequently, and real-

time analysis can be quite helpful in gaining insight into how the situation is changing 

as it happens. However, these pricey models, or software to build them, have been 

constrained by having a real-time analysis. As a result, recent years have seen an 

increase in research to make and use efficient proxy models (PMs) [91]. PMs are also 

known as meta or surrogate models because they replace mathematical models, 

numerical models, combinations of these models, or even experimental tests. Proxy 

models might be characterized as sophisticated interpolation tables to make us swiftly 

interpolate non-linear data and find a rough solution. 

 

In proxy modeling, the high-fidelity model is run within the specified space of the 

input parameters to generate outputs. An appropriate sample consisting of input 

parameters was selected. The PM will then fit these facts. Only the specified input set 

and associated search space are valid for this PM. A PM's benefit is that it can be 

designed quickly and run in a matter of seconds. PMs offer a faster decision-making 

pace than high-fidelity models, which is necessary, yet, the models' accuracy continues 

to be an issue. A high-fidelity model nevertheless yields the most accurate answers 

across all the geographical and temporal locations, notwithstanding the speed 

advantage of utilizing a PM. Optimization, uncertainty quantification, Sensitivity 

Analysis (SA), and risk analysis are a few of the aims of applying PMs [196]. 

 

3.5. ARTIFICIAL NEURAL NETWORK (ANN) 

 

ANNs are a mathematical model of the human brain that can imitate how the brain 

functions. The perceptions of the human nervous system serve as the foundation for 

the ANN data processing paradigm and interpretations of information [197]. Figure 

3.4 depicts the ANN architecture, which has many layers. 
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Figure 3.4. Structure of a typical ANN. 

 

Like the nervous system, an information system’s network has a finite number of 

artificial neurons. The cornerstone of neural network training is to change the 

parameters to map the input-output relationship that has been established. Through 

training and learning, ANN models may extract the dependence between variables and 

reflect a complicated nonlinear connection. A network's hidden layers, composed of 

nodes, connect the input and output layers in many ways. For example, a ten-input 

network has ten nodes in the input layer because each node has a unique input value. 

Training is the term used to describe the process that teaches a NN. The task of training 

NNs to operate at their best under fresh sets of input conditions falls to a trainer. 

Learning frequently uses ANNs. The ability of a NN to learn from experience is 

referred to as learning. The ANN has been designed with mechanisms to adapt to a set 

of provided inputs, just like biological neurons do. Unsupervised learning and 

supervised learning are the two main categories. In supervised learning, NNs are first 

given a collection of samples known as training samples via a training method. In order 

to enhance performance, the trainer subsequently alters the structural characteristics of 

the NN in each training stage. When the training stage is over, the trainer is removed, 

and NN is then ready for use. Any NN's trainer might be thought of as its most crucial 

element. Deterministic and stochastic learning methods are two different categories. 

Methods such as back-propagation stochastic trainers can be deterministic, which 

begins the training process with a random solution and then evolves it [198].  
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3.6. PROXY MODEL-BASED ANN 

 

Calculations for the under-consideration power system (DPGS) are quite numerous. 

With a simulation length of 10 seconds and a sample time of 1 microsecond, it is, 

therefore, computationally intensive. Additionally, when GWO is used to optimize the 

PI controller of the aforementioned system, this problem will worsen as simulations 

get more high-fidelity. The proxy model is then made to lessen this issue. Powerful 

machine learning technologies like neural networks are trained to predict relationships 

without mimicking any underlying behavior. The trained neurons accurately predict 

the output using the input and linking the input-output data. Consequently, a trained 

neural network can be utilized in this study to forecast errors that would come from a 

set of given PI controller gain values (Kp, Ki) without performing the time-

consuming calculations that would be required using a direct model. Because of 

its great accuracy, quick computation speeds, and ability to be integrated with 

optimization methods, this surrogate model would be helpful [199] . A feed-forward 

neural network (FFNN) is one of the often-employed ANN. As shown in Figure 3.5, a 

multi-layered FFNN is used with two hidden layers in this study, with input cascading 

throughout the networks in a single direction. 

 

 

Figure 3.5. Structure of FFNN network. 

 

As shown in the above figure, the FFNN is developed with an input layer, two hidden 

layers, and an output layer. The input layer contains six input neurons, and the hidden 

layers comprise 20 neurons each, whilst the output layer consists of 3 neurons. The 

output of each hidden layer is followed by a Tanh activation function and a linear 

transfer function in the output layer.  
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Among NNs, fully-connected layers are the most prevalent kind of hidden layer. In a 

fully connected layer, each node is linked to every other node, with the layer above 

and below. Each node’s value is a weighted sum of nodes in the layer above added to 

the internal bias, which is then used to produce the output after passing it through a 

nonlinear activation function. The data input-output relationship in any two FFNN 

layers is mathematically expressible [94,200]: 
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Here, 
j

y  shows the output value at the 
thj  neuron, n is the number of input-layer 

neurons in total., and k shows the total neurons in an output/hidden layer. In this case, 

jb is the bias, ix  shows the input value at 
thj neuron, i jw  represents the weight 

coefficients of the input ix  and output jy  and f shows the activation function. The 

ANN computes the learnable parameters’ optimal values ( i jw and jb ) by minimizing 

the error function. The error function between the predicted and actual trajectory can 

be expressed in terms of mean squared error (MSE) as given below [201]: 
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Here, m  the total number of outputs a
jy  is the actual data and p

jy  shows the ANN’s 

predicted output data. 

 

The input parameters must first be determined in order to create the ANN model as an 

approximate representation of DPGS. The network structure should then be created 

with an appropriate training technique in order to get the best prediction result. 

Additionally, network training requires a set of input and output data. Following the 

training data entry, the experience values are saved in the network structure as weights 

and thresholds. New outputs are calculated after the network weights are updated 
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during the training phase. The approach is repeated until the network learns the issue 

and its error (difference between the network output and target value) falls within 

acceptable bounds [202]. An essential limitation of this approach is that a trained 

model is fixed for a specific set of input conditions. To evaluate the solution for 

different initial inputs, a new model would have to be trained on the new data.  

 

3.7. MODEL DEVELOPMENT 

 

3.7.1. Using ANN to Approximate the DPGS Model 

 

• Input Dataset: It consists of independent variables 1 2 3 4 5 6[ , , , , , ]x x x x x x  in the 

range of minimum and maximum variables, as depicted in Table 3.2.  

 

Table 3.1. Input dataset. 

 

 

 

 

 

The input dataset corresponding to the controllers gains PI1, PI 2 and PI 3, which can 

be mentioned as: 1 1 2 2 3 3[ , , , , , ]p i p i p iK K K K K K . The input dataset is bounded by the 

lowest and maximum gains of the controller produced at random. 

 

• Output Dataset: This dataset consists of dependent variables’ values, which are 

the standard deviation of the errors 
1 2( , , )e e e . It generated using the formula 

[203]: 
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1x  2x  3x  4x  5x  6x  

minx  6 250 0.1 3 0.1 3 

maxx  15 500 2 9 2 9 
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  = Set standard deviation, N = the size of the samples, ix = each value from the 

samples set,  = the samples set mean. The output dataset is generated by executing 

27 random runs to the original DPGS model using the random input dataset for a 

simulation time 10 seconds with 1 s sample time. The total number of the dataset is 

243 divided by the input dataset is 162 and 81 as the output dataset. 

 

• Versus the ANN model to the DPGS model, input/output datasets are used to 

evaluate the trained ANN model by following the mentioned mechanism in 

section 3.6. The performance of the ANN model is evaluated using the mean 

square error (MSE) and correlation coefficient (R). Figure 3.6 demonstrates 

that the correlation coefficient (R) is 1. It is also observed that the ANN model 

is computationally more efficient than the DPG model. The execution time of 

GWO with the original model in the specified parameters takes approximately. 

Correspondingly, by coupling ANN-GWO, the execution time is shortened.  

 

 

Figure 3.6. ANN and DPGS output relationship shown in a scatter plot. 

 

3.7.2. GWO Development  

 

• Set each wolf's starting places at random. The decision variable vector displays 

the location of each wolf (x).  

• Determine the fitness value for each wolf (F). 
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• Three best values should be set as Alpha fitness ( F
), beta fitness ( F ), and 

delta fitness ( F
).  

• Put the appropriate Alpha ( x ), Beta ( x ), and Delta ( x ) in the respective 

locations. 

• Calculate the coefficients a, A, and C for each wolf (x) using Eq (3.9). 

• Update the positions of each wolf using Eqs. 3.10 and 3.11. 

• Repeat steps 2 through 6 until the maximum number of iterations have been 

made (T). 
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PART 4 

 

METHODOLOGY 

 

The modeling of a DPGS system is the subject of this investigation. The mentioned 

system will be integrated with an AC grid. An intermediate direct current-link circuit, 

a 2-level PWM inverter, and a 2-level three-phase rectifier make up the fully-rated 

power electronic interface used by the under-consideration power system, equipped 

with a variable-speed directly driven PMSG (DD-PMSG-VSWT). Three control 

techniques were employed when the suggested system was applied to the grid-side 

inverter. To analyze the entire system's performance, the voltage source converters, 

control algorithms, and proposed wind turbine model were developed in 

MATLAB/Simulink [204]. The main emphasis of this research study is the grid side 

controller, which concentrates on the quality of current waveforms, which are injected 

for power exchange between the grid and DPGS-based power plants. We used the grid-

side current control approach to complete this challenge. The current controller 

reduces the overall harmonic distortion by attenuating the inverter output current 

harmonics. Additionally, the controller controls the power transfer between the DG 

plant and grid, and compensates for reactive power. A high-output power factor is 

another goal of this work [205]. 

 

4.1. SYSTEM DESCRIPTION  

 

According to Figure 4.1, the model's sub-parts consist of a wind turbine (WT), a 

PMSG, a boost converter, an unregulated rectifier, an LCL filter, a GSI, a DC-link 

capacitor, a three-phase transformer, a transmission line, and a grid. A local AC bus 

has been connected to a local AC load with 380V line-to-line voltage.  
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Figure 4.1. Boost converter, diode rectifier, and grid-side inverter combination in a 

WECS design. 

 

LCL filter is placed between the GSI and the grid to lower the harmonics produced by 

the high-frequency inverter. The power quality therefore increased. Finally, a 

380V/33kV transformer and a local bus were connected to a distribution grid (three-

phase 33kV).  

 

4.1.1. Wind Turbine Model 

 

WT converts the wind's energy into mechanical power ( mP ) in this model. It is seen 

by the relationship considering the changing wind speed ( v ) [102,206]: 

 

                                                    
30.5m PP Av c=                                                (4.1)  

 

Here, A shows the turbine’s swept area in 2m ,  shows the air density (
3/kg m ), pc  

stands for the performance factor, pc  is a function of pitch angle (  ) and tip speed 

ratio ( ), and is described as in (4.2)-(4.4): 
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Here, r implies the blade radius (m), 1C , 2C …. 6C  are constant coefficients, and   

shows the rotational speed (rad/s) of blades. The constant coefficients’ values are 

0.5176, 116, 0.4, 5, 21, and 0.0068, depending on the blades’ mechanical structure 

[207]. For the MPPT control region, the blade’s pitch angle   is zero. 

 

Eq. 4.4 shows that the rotor speed can be maintained to keep   at an optimum value 

opt . The power efficiency remains the maximum, demonstrated by 
maxpc . The 

turbine’s maximum power output is as follows: 
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In this case, wind turbine characteristics determine the constant optK , and the dotted 

lines in Figure 4.2 show the maximum power curve. 

 

 

Figure 4.2. Wind turbine characteristics Power versus rotor speed. 

 

Figure 4.2 shows that if 1v  is the wind speed, the rotor’s maximum power will be at 

rotor speed 1r  while the system’s operating point is A. In case the wind speed changes 

from 1v  to 2v  but there is a fixed rotor speed 1r , and the system’s operating point 
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jumps to B, that does not correspond to the maximum power tracking. In that case, the 

rotor speed should be controlled to manage the increase from 1r  to 2r .  

 

4.1.2. PMSG  

 

Because of its reliability and high power density, self-excitation, low maintenance 

costs, the ability to couple directly to a WT (gearbox elimination), and operating with 

high efficiency; PMSG is the most common and preferred over DFIG based WECS 

for a full variable speed operation [204,208]. Since direct drive PMSG systems are the 

most prevalent on the small and medium scale, they are the only systems this research 

focuses on [209]. The PMSG voltage in the d-q reference frames is given below 

[210,211]: 

 

                                  d
d s d d e q q

di
V R i L L i

dt
=− − +                                                 (4.7) 

 

                                    
q

q s q q e d d e m

di
V R i L L i

dt
  =− − + +                                   (4.8) 

 

where sR  is machine resistance per phase, dV ; 
qV ; di ; 

qi ; dL , and 
qL  are two-axis 

machine voltages, currents, and inductances, e mP =  is electrical angular velocity , 

P  is pole pairs, and m  is the amplitude of the flux linkages provided by the 

permanent magnet.  

 

  



64 

4.1.3. Uncontrolled Rectifier 

 

A three-phase bridge rectifier that generates six-pulse ripples in the output voltage is 

frequently used in small-scale WECS. The diodes with line-to-line voltage amplitude 

are conducted [20]. The mentioned bridge rectifier is depicted in Figure 4.3. 

 

 

Figure 4.3. Three-phase bridge rectifier. 

 

If it is assumed that mV  is the phase voltage's maximum value, the average output 

voltage can be calculated as follows: 

 

                                       
3 3

1.654dc m mV V V


= =                                                    (4.9) 

 

4.1.4. LCL Filter  

 

Grid-tied inverters need a filter to link VSI to the grid for feedback control, lower 

output current harmonics [212]. There are four groups of inverter output filters: L, LC, 

LCL, and LLCL. Comparing different filters, there are pros and downsides. A 

straightforward series inductor can be employed; however, this results in a high 

voltage drop, a weak harmonic attenuation, and a bulky inductor that is needed for the 

design [213]. Second-order filters, such as the LC filter, are frequently chosen in power 

supply and off-grid systems. A second-order filter called the LC filter causes some 

issues when utilized in grid-tied systems. High-frequency harmonics that happen when 

an inductor is connected in parallel to the filter capacitor is one of these issues. In high-

power quality applications, LCL filters are increasingly popular as an alluring 

substitute for conventional series inductance output filters. LCL filters have the 

capacity to precisely control the output current as well as the ability to attenuate 
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harmonics at lower frequencies which is significant for high-power applications, but 

control systems employing LCL filters are unavoidably complex, so special 

consideration must be given to their design in order for them to function when terminal 

voltage is distorted [214]. The LLCL filter has a small size and low cost, and it filters 

harmonics more effectively. The system, however, has a very difficult time 

maintaining a steady state [215]. In this study, Figure 4.4 shows a three phase LCL 

filter circuit modeling between output the inverter and the grid. The main benefits of 

using this filter over standard "L" and "LC" filters include its advantages in terms of 

filter size, its lower voltage drop, improved damping, and the ability to operate at low 

switching frequencies [216]. Besides, this type of filters is excellent to for meeting the 

harmonic constraints as specified by standards like IEEE-1547 and IEEE-519 [217]. 

 

 

Figure 4.4. LCL Configuration [216]. 

 

LCL Filter Design 

 

For an LCL filter design, some input data are needed, which include the line-to-line 

RMS grid voltage gnU , the rated active power of the system nP , the rated angular 

frequency of grid voltage 
gf  and the switching frequency of the converter swf and 

then, the mentioned LCL filter parameters are tuned according to the following 

formulas [212,217,218]: 

 

                                               
2( )n

b

V
Z

P
=                                                               (4.10) 
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1

.
b

g b

C
Z

=                                                              (4.11) 

 

                                              max

. 2

3. f

P
I

V
=                                                             (4.12) 

 

Here, P  is the active power, nV  is one-phase effective voltage, 
g is the grid’s angular 

velocity, bZ  is base impedance, bC  is base capacitance, and 
fV  shows filter voltage. 

For the design parameters, if the rated current is allowed to fluctuate by 10%, the 

values can be obtained through Eq. 4.13 and 4.14. 

 

                                              
_max max10%.LI I =                                                  (4.13) 

 

                                                1

_ max6.

DC

sw L

V
L

f I
=


                                                 (4.14) 

 

where, swf  is switching frequency, DCV  represents DC link voltage, and 1L  is value 

inverter side inductance. Consequently, the filter capacitor’s maximum value can be 

calculated using Eq. 4.15. 

 

                                               max 2
5%

2

n
f

g gn

P
C

f U
=                                            (4.15) 

 

For beginning, it is advised to start with a half-of-the-maximum capacitor value before 

increasing or reducing it without going above the maximum value if some 

requirements cannot be satisfied [90]. 
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2

res
resf




=                                                             (4.18) 

 

Here 
fC is the filter capacitance; the attenuation factor is aK = 0.2 (20%), resf  which 

is resonance frequency. res is the resonance angular velocity, and 2L is the grid side 

inductance. To prevent resonance issues for the filter (caused by low and high 

harmonic ratings), the resonance frequency should be half of the switching frequency 

and ten times the grid frequency. Below is a diagram illustrating switching frequency 

and grid frequency range [212]: 

 

                                           10 0.5g res swf f f                                                     (4.19) 

 

To avoid resonance and eliminate some of the ripple at the switching frequency, a 

series resistor connection is necessary with the capacitor. At a specified frequency, this 

resistor should have an impedance of a maximum of one-third of the filter capacitor’s 

impedance. Eq. 4.20 provides a formula for calculating resistor value. 

 

                                          
1

3. .
f

f res

R
C 

=                                                            (4.20) 

 

The LCL filter was created using the computation techniques mentioned above. Table 

4.1 contains the parameter values for the filter and other derived parameters. 

 

Table 4.1. calculated parameters of the LCL filter. 

1 
gnU  380 V 6 

DCV  700 V 

2 
swf  15K Hz  7 

1L  17 mH  

3 
nP  2.2KW  8 

2L  0.3 mH  

4 
gf  50 Hz  9 

fC  1.9 F  

5 
resf  6173Hz  10 

dR  4   
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4.2. CONTROL STRATEGY OF WECS 

 

4.2.1. Boost Converter   

 

Due to several benefits, including lower cost, improved reliability, and a simple control 

structure with only one power-switching device, the three-phase unregulated rectifier 

and the Boost Converter (BC) were selected for this study. [211]. To achieve the 

MPPT, the PMSG can be managed using a power electronic interface. [219]. Machine 

side converter with Uncontrolled Rectifier, Boost Converter, and PMSG are shown in 

Figure 4.5. 

 

 

Figure 4.5. PMSG, uncontrolled rectifier, and boost Converter [219]. 

 

The DC-DC boost converter's standard unidirectional topology, also referred to as a 

chopper or a step-up, has a switching-mode power device that has two energy storage 

components (an inductor and a smoothing capacitor) and two semiconductor switches 

(a power transistor with a corresponding anti-parallel diode and a rectifier diode) to 

produce higher output DC voltage than the input DC voltage [8]. To obtain MPPT 

control, the BC's switching device is used [220]. The relationship between the input 

and output DC voltages for a boost converter is as follows: 

 

                                                    
0

1

inV
V

D
=

−
                                                         (4.21) 

 

where, 0V  is the output voltage, inV  is the input voltage, where D  is a value oscillating 

between 0 and 1 (0,1) called duty cycle. 
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4.2.2. Grid-Side Inverter  

 

Grid synchronization, high-quality power delivery, grid code compliance, and control 

of electricity injected into the grid are the primary goals of grid-side controllers [221]. 

Thus, the capacitor voltages and the d- and q-axis currents are controlled by the GSI 

control system. Reactive power is governed by the quadratic component qi  of the grid 

current. Subsequently, to guarantee a unity power factor, it should be set to zero. The 

GSI control system's foundation is vector orientation control (VOC). Figure 4.6 depicts 

a GSI control's outer loop for modifying DC-link voltages and the inner control loops to 

control the active and reactive power. 
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Figure 4.6. The cascaded GSI control system. 

 

Using PI controllers, three control loops are used in a grid-side inverter control method 

developed by VOC. Both measured and transformed grid phase currents di  and qi  were 

first compared to the reference values of grid currents 
*
di  and *

qi . For promising ontrol 

system attributes, there is a need to use special decoupling circuits, which are used in 

a control system. The reference voltages q refV −  and d refV −  later translate into the 

system’s a, b, and c before passing on to the SPWM block. The active/reactive powers 

can be directly regulated through di   and qi . 
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4.2.3. DQ Transformation 

 

At the point of common coupling, a three-phase balanced voltage system operates at 

120◦ between the phases to make up the voltage. The sine law governs how the three-

phase voltages change over time. Simple voltage control cannot directly decouple the 

control of reactive and actual power. We require a decoupled control system. There 

are two benefits to the park makeover. The time-varying three-phase voltage system 

abcV  is the first one that has been transformed into a non-time varying d and q 

components so that the low bandwidth controllers can be used. A decoupled control 

scheme is the second advantage, which is achieved by carrying out independent real 

and reactive power flows without disturbing each other [222,223]. 
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4.2.4. Grid Synchronization 

 

In order to acquire synchronized values for the inverted voltage's amplitude, phase, 

and frequency—regarded as variables and essential data for the grid-connected 

inverter systems—a synchronization technique is required. The synchronization 

method connects the magnitude and angle of the VSI reference currents with the grid 

voltage [224]. To ensure proper production of reference signals and abide by grid-

connected system regulations, this equipment and its operation require quick and 

accurate detection of the amplitude, phase angle, and frequency of the VSI's inverted 

voltage. However, to fulfill minimum power dissipation requirements and adhere to 

grid code rules, grid-connected WECS have been managed to function as closely as 

possible to the unity power factor [225]. Two essential synchronization methods that 

can be used for this are Phase Locked Loop (PLL) and Filtered Zero Cross Detection 

(ZCD) [226]. A feedback control mechanism provided by the PLL automatically aligns 

the generated signals phase with the input signals. The goal of the PLL is to achieve a 
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power factor that is as close to unity as is practical. This procedure synchronizes the 

inverter current's angle inv  with the grid voltage angle 
grid . The angle inv  determines 

the reference current compared to the actual value of the inverter output current. From 

three-phase systems representation, the space vector voltage abcV  can be represented 

by two orthogonal voltages dV  and 
qV  which should be easily obtained to satisfy the 

PLL algorithm [227]. When there is a phase difference between the grid voltage and 

the inverter current, the PLL's fundamental principle is to change the frequency of the 

inverter current. For three-phase grid-connected systems, the most widely used PLL 

method is based on an algorithm used in a synchronous reference frame’s dq axis. 

 

4.3. OPTIMIZATION METHODOLOGY 

 

The optimization methodology of the cascaded controllers’ parameters in GSI control 

is achieved as follows: 

 

• Development of the approximated ANN model of the original power system 

DPGS regarding the explained mechanism in section 3.6. 

• Generating a MATLAB code of GWO by following the procedure in 3.7.2. 

• Execution of the GWO code for optimizing the cascaded PI controllers gains 

in the GSI side by considering three cases of optimization as follows: 

 

Case 1 – Applying the GWO on the original power system by considering the standard 

deviation of the error as an objective function. 

Case 2 – Applying the GWO on the original power system by considering the integral 

time absolute error (ITAE) as an objective function. 

Case 3 – Applying the conjunction of ANN - GWO by considering the standard 

deviation of the error as an objective function. 

 

The number of agents and iterations is selected by running the GWO with many values 

of them to compare their performance according to minimum fitness. The obtained 

results are illustrated in Figure 4.7.  
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Figure 4.7. Objective fitness function and iteration values. 

 

As seen from the above figure, the minimum value of the objective function was 

(6.4458e-5), which corresponds to the population size of 20 and 200 iterations. These 

values of population size and iterations are applied for 3 cases. 

 

4.4. SIMULATION RESULTS AND DISCUSSION  

 

The parameters used for the simulation of DPGS is shown in Table 1. The simulations 

have been done using MATLAB programming environment R2021a for examining 

the PI controllers’ performance under the same variable wind speed, as shown in 

Figure 4.8. 

 

 

Figure 4.8. Wind speed variation with time. 
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The optimum gains of each controller in each case are depicted in Table 4.2.  

 

Table 4.2. Optimum gains of PI controllers. 

Case 1 
1PK  1IK  2PK  2IK  3PK  3IK  

8.59 424.36 1.41 5.17 1.65 2.30 

Case 2 
1PK  1IK  2PK  2IK  3PK  3IK  

7.996 335.22 1.226 3.616 0.906 3.524 

Case 3 
1PK  1IK  2PK  2IK  3PK  3IK  

6.488 337.511 1.988 6.959 0.994 7.953 

 

The Figures (4.9)-(4.11) shows the whole constructed blokes for system simulation. 

 

 

Figure 4.9. Grid side inverter components. 

 

 

Figure 4.10. Overall simulation blocks of grid-connected DPGS. 
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Figure 4.11. Components of grid side control algorithm. 

 

The voltage and current smoothness have a big impact on the grid-connected system. 

Figure 4.12 (a) shows the 3-phase current/voltage on the inverter side.  In 3 instances, 

a very brief, minor fluctuation in the voltage and current signals was found to be caused 

by rapidly varying wind speed, especially at wind speeds 7 m/s and 8 m/s. Both the 

current and the wind speed rise as the wind speed rises and vice versa. The output 

voltage and inverter current signals for phase A are shown in greater clarity in Figure 

4.12 (b). The phase voltage is steady-state and smooth. Additionally, it demonstrates 

how each case's voltage and current are matched. 
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Figure 4.12. (a) voltage and current in three phases on the inverter side, (b) zoomed 

Voltage and current of phase A on the inverter side. 

 

The voltage fluctuation of the RMS value of phase A is always kept within allowable 

bounds regarding the inverter output nominal voltage [228] (Vnom=220V) as 
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illustrated in Figure 4.13. This proves the effectiveness of the established controller 

systems. 

 

 

 

Figure 4.13. Rms value of phase voltage a of the inverter side. 

 

The phase voltage A waveforms for the inverter and the grid in case 1, case 2 and case 3 are 

shown in Figure 4.14. The waves’ stability and phase coherence can be observed. 
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Figure 4.14. Phase voltage Va at the inverter side and the grid side. 

 

The frequency variations for the same wind profile have also been looked at figure 

4.15 (a) makes it clear that differences in wind speed typically result in very small 

frequency oscillations. The Figure concludes that the frequency fluctuation is 

acceptable for the IEEE Std 1547standard [229]. As was previously noted, the 700 V 

DC bus reference voltage should be roughly the same for the control activities. The 

bus voltage varies within acceptable bounds even while the wind speed varies 

significantly, as shown in Figure 4.15 (b).  
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Figure 4.15. (a) Frequency of the injected power (Hz), b) DC link voltage (V). 

 

There is an IEEE-519 standard for THD, which must be less than 5% [206][217]. 

Figure 4.16 is presented in this work to evaluate THD. It is clear from this figure that 

the proposed controller ensured the standard limit despite changing wind speed. 
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Figure 4.16. (a) THD of voltage at the inverter side, (b) THD of current at the inverter 

side. 

 

Figure 4.17 depicts the power exchange between the wind turbine and the grid. If the 

equipped power from the inverter exceeds the load, the grid absorbs the overflowing 

power. Correspondingly, if the generated power does not do enough to the load, the 

rest is absorbed from the grid.      
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Figure 4.17. Delivered power at the inverter and absorbed power from the grid. 
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PART 5 

 

SUMMARY 

 

The ANN-based GWO algorithm has been suggested in this research to adjust the 

cascaded PI controllers' coefficients in the GSI of grid-connected DPGS, thereby 

enhancing the quality of the power injected into the electric grid. The suggested GWO 

technique has demonstrated well-organized exploitation and exploration; on top of 

that, it can avoid local optimum. This approach can be used for complex systems 

because it is reliable and straightforward. Further, there is no mathematical model 

required for the suggested algorithm. The ANN model is used as an alternative to 

DPGS. The ANN model is constructed using the range of the input parameters for the 

controllers and the standard deviation of the related errors previously obtained by 

running the DPGS model. The ANN model is also well suited to the creation of 

simulation-optimization systems due to its computational effectiveness. The ANN-

GWO technique’s influence can save time for parameters selection. The controller’s 

performance is examined with the optimum gains obtained from GWO under different 

criteria of the objective function. The results were close in all the cases. 

Correspondingly, the ANN-GWO was very effective according to the time consumed 

in the optimization process. According to the simulation findings, the PI controller is 

effective at generating a high output power quality with low THD values within the 

international standards bounds during steady state operation. It also shows superior 

performance by regulating power exchange between the grid and the source during a 

variety of wind speed conditions. 

 

Moreover, the suggested approach performs well in terms of steady-state voltage, 

frequency constancy, and DC link voltage stability. Therefore, a grid-tied wind energy 

system can benefit from using a GWO-based strategy to tune numerous PI controllers. 

The technique can be used for various power systems and renewable energy 

applications. 
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5.1. THESIS CONTRIBUTIONS 

 

The following contributions have been made in this research work: 

 

• The modeling of the grid-connected DPGS-based WECS is developed and 

analyzed.  

• The control algorithm of GSI is carried out with cascaded PI controllers to 

improve the injected power quality injected into the grid. 

• The PI controllers’ parameters are optimized using grey wolf optimization 

under different criteria for the objective function.  

• ANN model was developed as an alternative representation for a DPGS, which 

is considered a salient feature of the presented work.  

 

5.2. RECOMMENDATION FOR FUTURE WORKS 

 

Summarizing the contributions of the thesis, the following suggestions might be made 

for future works: 

 

• Applying various optimization strategies with swarm intelligence optimization 

techniques such as particle swarm optimization, genetic algorithms, and fox 

optimization, etc. 

• Using various methods to create a proxy model for the power system under 

consideration. 

• • Experimenting with the work that has been provided. 
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INPUT AND OUTPUT DATA SET FOR GENERATING ANN 
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X1 (6 – 15), X2 (250 - 500), X3 (0.1 - 2), X4 (3 - 9), X5 (0.1 - 2), X6 (3 - 9). 

e1, e2, and e3 are the standard deviation of the output errors. 

 

 

 

 

 

 

 

 

  

x1 x2 x3 x4 x5 x6 e1 e2 e3

12.0162 301.6941 1.3423 3.4323 0.8728 7.0016 0.0037 0.016 0.0121

14.4035 452.7375 1.0206 7.5405 0.8924 8.8307 0.0025 0.0107 0.0094

14.8918 466.0369 0.8389 5.7285 0.5687 7.7065 0.0024 0.0125 0.0125

13.9455 478.4279 1.1607 6.5932 0.3829 8.3983 0.0025 0.012 0.0197

10.0535 301.4181 1.8093 7.5755 1.7767 4.7097 0.0034 0.0089 0.0221

12.059 416.07 0.3333 5.4439 0.623 7.3 0.0025 0.011 0.012

8.5505 474.0497 1.6705 5.3402 1.046 7.1688 0.0032 0.0104 0.0128

13.5093 402.4074 1.192 4.9563 0.9672 7.2828 0.0028 0.0127 0.0122

13.9596 430.2139 0.1354 7.0487 0.9332 5.6269 0.0027 0.0177 0.0181

7.0533 453.6704 0.7172 4.4774 0.7512 5.2542 0.0031 0.0092 0.0168

10.919 390.48 0.8521 5.3888 1.0792 6.9452 0.0029 0.0096 0.0136

14.5582 430.5871 0.8602 7.9912 0.3552 3.3628 0.0029 0.0127 0.0237

6.7582 290.9746 0.716 4.8104 0.1222 6.2394 0.006 0.0232 0.0633

6.8584 286.6287 1.2992 8.1559 1.951 6.425 0.0041 0.0064 0.0175

14.9717 388.3854 1.0794 4.9841 0.917 5.9508 0.0028 0.0132 0.0158

6.6393 471.9348 0.2228 5.6171 1.6706 5.3672 0.0025 0.0138 0.0202

11.5213 454.6602 1.7838 8.5867 0.4625 4.5515 0.003 0.0101 0.0175

14.0808 398.3405 1.0573 6.6769 1.6569 6.1913 0.0027 0.0108 0.0179

7.8187 363.4734 0.913 8.7963 1.2781 7.1723 0.0037 0.0075 0.0138

12.4815 336.7238 1.0823 6.3402 0.3973 6.3723 0.0034 0.0115 0.0178

12.2532 356.6139 1.6889 7.3883 0.7841 5.7253 0.0034 0.0101 0.0152

9.4775 443.8887 1.4951 5.5817 1.4181 8.6713 0.0031 0.01 0.0116

13.0581 426.393 0.3077 5.3396 1.2227 5.7563 0.0023 0.0152 0.0183

6.4531 307.1719 1.685 3.0939 1.7411 3.4684 0.0042 0.0127 0.0254

12.0214 375.0528 0.5142 6.4297 0.3322 7.027 0.0031 0.0111 0.0225

11.3963 263.994 0.2071 3.915 0.1373 5.6111 0.0054 0.0385 0.0529

13.49 404.3475 1.0882 8.1832 0.2856 8.4483 0.0029 0.0111 0.0263
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APPENDIX B. 

 

SCREENSHOTS OF THE SIMULATION RUNNING 

(Exchange power between the WT and the grid)



105 

 



106 

 



107 

 



108 

RESUME 

 

Fathi Abdulmajeed M. ALREMALI graduated primary and preparatory education in 

Alkhoms city (Libya). He completed his undergraduate program in College of 

Electronic Technology  Department  of Control Engineering in Bani Waleed (Libya). 

He  graduated Master program in Libyan Academy for Postgraduate Studies, 

Department of  Control Engineering  and Measurements in Tripoli (Libya) (2008). In 

2008, he started working at the Higher Institute of Engineering Professions  as a 

lecturer. He started his Ph.D. education program at Karabuk University in Department 

of Electrical-Electronics Engineering in 2016. 

 


