UNIVERSITESI

A NEW MACHINE LEARNING CLASSIFICATION
ALGORITHM FOR PHISHING URLS DETECTION

2023
Ph.D. THESIS
COMPUTER ENGINEERING

Abdalraouf Aimahdi Mohammed ALARBI

Thesis Advisor
Assoc. Prof. Dr. Zafer ALBAYRAK



A NEW MACHINE LEARNING CLASSIFICATION ALGORITHM
FOR PHISHING URLS DETECTION

Abdalraouf Almahdi Mohammed ALARBI

Thesis Advisor

Assoc. Prof. Dr. Zafer ALBAYRAK

T.C.
Karabuk University
Institute of Graduate Programs
Department of Computer Engineering
Prepared as

Ph.D. Thesis

KARABUK
June 2023



I certify that in my opinion the thesis submitted by Abdalraouf Almahdi Mohammed
ALARBI titled “A NEW MACHINE LEARNING CLASSIFICATION
ALGORITHM FOR PHISHING URLS DETECTION” is fully adequate in scope and
quality as a thesis for the degree of Ph.D. of Science.

Assoc. Prof. Dr. Zafer ALBAYRAK e,

Thesis Advisor, Department of Computer Engineering

This thesis is accepted by the examining committee with a unanimous vote in the

Department of Computer Engineering as a Doctoral of Science thesis. June 23,2023

Examining Committee Members (Institutions) Signature

Chairman : Prof. Dr. Necmi Serkan TEZEL (KBU) .

Member : Assoc. Prof. Dr. Zafer ALBAYRAK (SUBU) i

Member : Assoc. Prof. Dr. Yiiksel CELIK (KBU) ..o,

Member : Assist. Prof. Dr. Muhammet CAKMAK (KBU) ...

Member : Assist. Prof. Dr. Fatih VARCIN (SU) .

The degree of Ph.D. Science by the thesis submitted is approved by the Administrative
Board of the Institute of Graduate Programs, Karabuk University.

Prof. Dr. Muslim KUZU s

Director of Graduate Education Institute

i



“I declare that all the information within this thesis has been gathered and presented
in accordance with academic regulations and ethical principles and I have according

to the requirements of these regulations and principles cited all those which do not
originate in this work as well.”

Abdalraouf Almahdi Mohammed ALARBI

il



ABSTRACT

Ph. D. Thesis

A NEW MACHINE LEARNING CLASSIFICATION ALGORITHM
FOR PHISHING URLS DETECTION

Abdalraouf Almahdi Mohammed ALARBI

Karabuk University
Institute of Graduate Programs

Department of Computer Engineering

Thesis Advisor:
Assoc. Prof. Dr. Zafer Albayrak
June 2023, 96 pages

In today's era of ever-increasing online dangers, the identification of phishing URLs
has become a critical task to ensure user safety and protect sensitive information. With
the rise in sophisticated cyberattacks, hackers have become adept at creating deceptive
websites that mimic legitimate ones, making it challenging for users to distinguish
between genuine and fraudulent URLs. This has led to an urgent need for robust and
advanced techniques to detect and mitigate the risks associated with phishing attacks.
By employing advanced algorithms and machine learning models, cybersecurity
experts are continuously working towards enhancing the accuracy and efficiency of
phishing URL detection systems, empowering users to make informed decisions while

navigating the vast digital landscape.

The study in this thesis consists of three stages. In the first stage, we propose a new

classification algorithm called the Core Classification Algorithm (CCA), which is

v



derived from the K-nearest neighbor algorithm (KNN) and hybridized with the
unsupervised algorithm K-means. The primary objective is to find similarities while
overcoming the challenge of excluding non-representative cores from the clusters. The
hybridization process aims to leverage the synergies created by combining two
different algorithms, iteratively modifying outcomes to achieve optimal solutions. This
strategy improves the efficiency and accuracy of classifying data into two or more

clusters based on their labels.

In the second stage, we introduce the Improved Core Classification Algorithm (ICCA),
an adaptation of the algorithm used in the previous section. Instead of relying on a
single core point, we employ active sets. Compared to the utilization of various other

available algorithms, this approach yields more accurate results.

Finally, we analyzed phishing URLs using a comprehensive dataset consisting of
549,346 entries. Among these entries, 392,897 URLs were identified as phishing
attempts, while 114,299 URLs were classified as legitimate. We conducted several
preprocessing steps, including data cleaning, feature engineering, and feature
selection, to enhance the overall quality of our analysis. These processes provided us
with in-depth insights into the data and allowed us to extract critical features.
Subsequently, we evaluated our algorithms, and the findings demonstrated

encouraging prediction accuracy.

Keywords : Classification; Phishing attacks; K-means; Hybridization; Core point;
Active set; Clustering.

Science Code : 92403



OZET

Doktora Tezi

KiMLIiK AVI URL TESPIT iCiN YENI BiR MAKINE OGRENIMIi
SINIFLANDIRMA ALGORITMASI TASARIMI

Abdalraouf Almahdi Mohammed ALARBI

Karabiik Universitesi
Lisansiistii Egitim Enstitiisii

Bilgisayar Miihendisligi Anabilim Dal

Tez Danismani:
Dog¢. Dr. Zafer ALBAYRAK
Haziran 2023, 96 sayfa

Giliniimlizde c¢evrimici tehlikelerin siirekli artmasiyla, kimlik avi URL'lerini
belirlemek, kullanicilarin giivenligini saglamak ve hassas bilgileri korumak gittik¢e
daha 6nemli bir gorev haline gelmektedir. Bu tezde bu problemlere ¢oziim olarak,
Cekirdek Smiflandirma Algoritmasi (CCA) adini verdigimiz yeni bir siniflandirma
algoritmasi Onerilmistir. Bu algoritma, K-means algoritmast ile hibritlenerek
tiiretilmistir. Hibritlestirme siirecinin amaci, miimkiin olan en iyi ¢éziimlere ulagmak
icin sonuglar1 yinelemeli olarak degistirerek iki farkli algoritma birlestirilmistir. Bu
strateji, verilerin bu kiimelere siniflandirilma dogrulugunu artirmanin yani sira,
etiketleri temel alarak iki veya daha fazla kiimeye ayirarak siniflandirma verimliliginin

arttirtlmasi saglanmistir.

Tezin sonraki boliimiinde, bir dnceki boliimde kullanilan algoritmanin bir uyarlamasi

olan Enhanced Core Classification Algorithm (ICCA) sunulmustur. Bu yinelemede tek
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bir ¢ekirdek noktaya glivenmek yerine, bunun yerine Aktif kiimeler kullanilmistir.
Literatiirdeki diger ¢esitli algoritmalar ile karsilastirildiginda, bu yoOntemin
sonuglarin literatiirdeki diger algoritmalardan  daha  iyi sonuglar verdigi

gorilmistir.

Tezin son boliimiinde, i¢cinde 549.346 giris bulunan kapsamli bir veri kiimesini
kullanarak kimlik avi URL'leri hakkinda bir analiz yapmistik. Bu girigler arasinda
phishing girisimi oldugu tespit edilen 392.897 URL ve yasal kabul edilen 114.299
URL vardi. Analizimizin genel kalitesini iyilestirebilmek i¢in veri temizleme, 6zellik
miihendisligi ve kesif veri analizi (EDA olarak da bilinir) gibi bir dizi 6n isleme adimi
gerceklestirdik. Bu siiregler sayesinde, verilere iliskin daha derinlemesine i¢goriiler
elde edebildik ve kritik ©neme sahip Ozellikleri ayiklayabildik. Ardindan
algoritmalarimizin analizini yaptik ve elde ettigimiz bulgular tahminlerinin dogrulugu

acisindan cesaret vericiydi.
Anahtar Sozciikler : Smiflandirma; Kimlik avi saldirilart; K-anlami; Hibridizasyon;

Cekirdek nokta; Aktif kiime; Kiimeleme.
Bilim Kodu : 92403
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PART 1

INTRODUCTION

During the era of increased Internet usage and a rise in Phishing URLs worldwide,
researchers have long been employing machine learning (ML) techniques to protect
individuals. Numerous studies have shown promising results, although attackers have
become more sophisticated in detecting and rectifying errors. The emergence of the
Internet as a primary medium for business and personal communication has led to the

emergence of crucial research areas concerning online credibility and illicit activities

[1].

Classification is the process of dividing a dataset based on its labels. All classification
methods follow a two-step approach: firstly, a model is trained to categorize the dataset
into two or more groups; secondly, the model, usually represented by a mathematical
formula, is evaluated on an unseen dataset to determine its performance, which
determines its acceptance or rejection. Support Vector Machines (SVM), Naive Bayes
(NB), Decision Trees (DTs), and various other algorithms are widely used for

classification [2].

Machine learning (ML) and classification find applications in various sectors such as
manufacturing, retail, healthcare, and life sciences, among others. Machine learning
plays a pivotal role in bolstering cybersecurity by offering advanced and dynamic
defense mechanisms against evolving threats. By analyzing vast amounts of data,
machine learning algorithms can detect patterns, anomalies, and potential
vulnerabilities that may go unnoticed by traditional security systems. Through
continuous learning and adaptation, these algorithms improve the accuracy and
efficiency of intrusion detection, malware identification, and user behavior analysis.
Furthermore, machine learning empowers cybersecurity experts to automate

processes, optimize resource allocation, and respond swiftly to potential breaches,



mitigating the risks and potential damage associated with cyberattacks. Ultimately,
integrating machine learning into cybersecurity enables organizations to fortify their
defenses, enhance proactive threat detection, and safeguard critical digital assets in an
increasingly complex and interconnected digital landscape [2, 3]. Phishing attacks
pose a significant threat to individuals and businesses alike, making it crucial for
programmers to focus on detecting and preventing these attacks. The aim is to
minimize opportunities for hackers to steal sensitive information such as personal and
bank account passwords, telecommunications records, and business data [4]. Phishing
victims are deceived into providing private information by being directed to websites
that closely resemble the ones they typically use. The prevalence of phishing scams is
rapidly increasing on an international scale [5]. One major issue is the proliferation of
social engineering techniques that mimic URLs and websites to extract various types
of user data, including personal information, bank account details, and passwords. The
development of effective methods to detect phishing URLs is a critical aspect of
addressing this problem, especially considering the potential risks to enterprises and
their sensitive data [6]. This discussion would also cover different approaches to
classification algorithms in machine learning (ML), emphasizing their applications in
medical research, predictions, and healthcare data processing. Classification
algorithms have found extensive use in healthcare, phishing attack detection, business,
finance, and other domains. Accurate predictions and unambiguous categorization are
crucial in ML, and data scientists employ various algorithms and models to extract
patterns that generate actionable insights [7]. The process of studying data aids in
training the classifier to better understand the dataset. Classification proves most
beneficial when predicting certain attributes based on training, such as determining a
person's gender or identifying high blood sugar levels. However, in fields where
erroneous forecasts are heavily discouraged, the topic of predictions can be sensitive.
Several classification algorithms, including Support Vector Machines (SVM), Naive
Bayes, Decision Trees, and Neural Networks, have shown superior performance in
diagnosing diseases, leveraging data mining and ML techniques to handle large
volumes of data from diverse sources. Evaluating the accuracy of these algorithms
against each other is essential [8]. Each algorithm has its own mechanism or strategy
for constructing suitable models, ranging from probabilistic approaches to neural

networks and linear equations for weight updates. K-nearest neighbors (KNN) relies



on the nearest neighbor strategy, while SVM employs linear algebra. Through
extensive research on various classification algorithms documented in published
literature, it was found that artificial neural network (ANN) algorithms generally apply
to all data domains, including audio, images, video, text, and standard datasets. Despite
this, the availability of numerous algorithms remains advantageous as each algorithm
possesses unique characteristics to tackle different dataset challenges. Some

algorithms excel in certain cases while being deficient in others, and vice versa.

However, due to several reasons, primarily the extensive nature of medical processes,
it will take a considerable amount of time before Al replaces human professionals.
While the potential of ML offers the means to automate certain aspects of therapy,
there are significant challenges impeding its rapid adoption in healthcare. This stands
as one of the key obstacles in the field. Deep learning, also known as neural network
models with multiple layers of features or variables, can provide accurate predictions
for complex datasets such as X-rays, cloud architecture, graphs, and images, which
may contain numerous hidden features requiring analysis. Since the 1970s, when
MY CIN was developed to treat blood-borne and bacterial infections, ML has primarily
focused on diagnosing and treating various disorders. However, these systems were
unable to integrate with clinicians' workflows or medical record systems, and they

could not replace human diagnosticians [9].

This thesis introduces a novel classification algorithm called the Core Classifier
Algorithm (CCA), which is based on cores representing the distinctive attributes and
traits of each category. These cores are employed to classify new data points based on
their resemblance to the cores. Each class is characterized by its unique features. The
CCA incorporates the K-means clustering method to emulate the learning mechanism
of neural networks and mitigate the negative effects of anomalies in data distribution,
such as outliers and overlaps. While the results of the K-means algorithm are not
deterministic and depend on specific implementations, the main motivation for its use
in the CCA 1is to generate centroids and improve model accuracy. The CCA
methodology involves multiple iterations of K-values to effectively capture diverse
distributions, converging towards the most optimal representation and achieving high

levels of accuracy, even when the data exhibits significant variability. This is



analogous to neural networks, which undergo multiple iterations of weight adjustment
and error rate computation for each feature until they reach optimal outcomes. The use
of multiple iterations of K-values in the CCA enhances the representation of diverse

distributions.

In the second stage of this study, the ICCA algorithm is presented as a derivative of
the CCA algorithm. The ICCA algorithm enhances accuracy through the utilization of
Active Set techniques, which play a crucial role in its effectiveness. Experimental
results demonstrate the algorithm's efficacy across various domains, placing it on par

with other established algorithms.

Finally, in this thesis, we apply preprocessing techniques to extract features from
URLs and employ feature engineering and selection to train our model and detect
phishing URLSs using our algorithms. We compare the performance of our algorithm
with other well-known algorithms such as SVM, Decision Trees, and Random Forest
by measuring results using the confusion matrix. Our algorithm demonstrates high

accuracy and good performance in this evaluation.

The thesis is organized as follows: Part 2, Literature review of machine learning,
phishing attacks, and hybrid algorithms. Part 3, Theoretical background of machine
learning, discussion of some algorithms used in the thesis, and an overview of the
Phishing URLs domain. Part 4, Methodology employed in the thesis. Part 5,

Presentation and discussion of the results. Part 6, Conclusion.



PART 2

LITERATURE REVIEW

2.1. MACHINE LEARNING AND PHISHING ATTACKS

In this study, the authors focused on a content-based three-stage series attack as a
mechanism for phishing attacks. The model incorporated three variables: URLs, web
traffic, and web content, aiming to identify factors contributing to phishing attack
success or failure. To implement the proposed phishing attack method, a dataset of
recent phishing attacks was compiled. Real phishing cases demonstrated higher
accuracy in detecting both zero-day phishing attacks and common phishing attempts.
The accuracy of phishing detection was assessed using three classifiers: Neural
Network (NN), Support Vector Machine (SVM), and Random Forest (RF). The NN
classifier achieved 95.18% accuracy, SVM achieved 85.45% accuracy, and RF
achieved 78.89% accuracy. These findings highlight the effectiveness of employing
machine learning in identifying phishing attack [10].

The authors aimed to enhance phishing detection accuracy by examining the utilization
of email body language in their literature review. They found that email body text
contains concealed information, justifying their endeavor. Accordingly, they propose
a novel classifier leveraging natural language processing (NLP), deep learning
techniques, and a Graph Convolutional Network (GCN) to identify phishing emails.
This classifier analyzes the email content, utilizing NLP and deep learning algorithms
to identify phishing characteristics. Its performance is evaluated using accuracy,
precision, and recall metrics, and compared to state-of-the-art models. The proposed
classifier demonstrates excellent performance when applied to a well-balanced and

labeled dataset [11].



Given the increasing prevalence of cybercrime victimization, there is an urgent need
for an intelligent defense mechanism to protect users. The inadequate adoption of
security technologies is identified as the primary factor driving this surge. Deep
learning has emerged as a significant advancement, surpassing traditional signature-
based and classical machine learning approaches, due to its exceptional performance
and comprehensive problem-solving capabilities. The rapid progress in deep learning
techniques has facilitated this advancement. In this paper, authors introduce the LSTM,
CNN, and LSTM-CNN algorithms as effective approaches for distinguishing and
categorizing website URLs as genuine or phishing. The evaluation of this proposed
solution demonstrates highly favorable outcomes in identifying phishing websites.
However, these recommended deep learning algorithms exhibited considerable

variability in performance when applied to the same dataset [12].

The objective of this study is to propose a framework utilizing the stacking model for
the detection of phishing websites [13]. Phishing is a scam where criminals steal user
credentials to make money. Cybercrime impacts e-commerce, internet business,
banking, and digital marketing. Phishers use spam emails and fake websites that seem
real. Targeted websites steal consumers' personal data. Information gain, gain ratio,
Relief-F, and recursive feature elimination (RFE) are used to evaluate phishing
datasets. Two qualities are created from the strongest and weakest. RF, NN, bagging,
support vector machine, Naive Bayes, and k-nearest neighbor are used for principal
component analysis on the chosen and remaining features. Next, two stacking models,
Stackingl (RF NN Bagging) and Stacking2 (KNN RF Bagging), combine the best
classifiers to improve the proposed features and all classifiers. RFE successfully
removes the dataset's least significant features. Stackingl (RF NN Bagging) detects

and classifies phishing websites better than other classifiers.

Website vulnerabilities to malicious attacks are examined in this article. Machine
learning improves predictions. Phishing assaults and botnets have increased in recent
years. The authors threats exploit deceptive URLs to fool visitors. Decision tree and
logistic regression methods are used to handle real-time difficulties and predict end

user concerns. The information comprises 420,000 legitimate and affected websites.



Testing datasets assess prediction time and accuracy. Logistic regression improves

efficiency and accuracy [14].

This study introduces hybrid deep learning models designed to detect phishing uniform
resource locators (URLs). These models leverage long short-term memory and deep
neural network methods. The evaluation of these models is conducted using datasets
specific to phishing. The proposed hybrid deep learning models incorporate character
embedding and natural language processing (NLP) features. By incorporating these
features, the models are able to effectively utilize both the deep connections between
characters and the high-level connections based on NLP. The experimental results
demonstrate that the suggested models outperform other existing phishing detection

models in terms of accuracy [15].

2.2. HYPER ALGORITHMS

Numerous articles have been published describing one of the two primary approaches
to solving this problem. When training data are available, supervised methodologies
utilize machine learning algorithms. When linguistic resources are available, an
unsupervised method based on a semantic orientation is utilized. Few studies,
however, integrate the two approaches. The authors of this paper propose using meta-
classifiers that combine supervised and unsupervised learning to construct a polarity
classification system. Researchers have utilized a Spanish corpus of film evaluations
alongside its parallel corpus in English. Initially, two distinct models are generated
using these two corpora and machine learning algorithms. By integrating
SentiWordNet into the English corpus, a new unsupervised model is generated. The
three systems are combined using a meta-classifier that permits the application of
multiple combination algorithms, such as the voting system or layering. When authors
work with parallel corpora, the results obtained are superior to those obtained using
the systems individually, indicating that this approach may be a viable strategy for

polarity classification [16].

Semi-automatic and automatic MS plaque identification, segmentation, and

classification technologies have increased in recent years. This research presents an



automatic mixed method using a typical unsupervised machine learning algorithm and
a deep-learning attention-gate 3D U-net network. The deeplearning network is trained
to segment infratentorial and juxtacortical plaques in clinical MRIs, which the standard
technique struggles with. It was trained and validated using a multi-center multi-
scanner dataset of 159 cases with T1 weighted (T1w) and FLAIR images and hand MS
plaque delineations segmented and validated by a panel of raters. Lesion-wise Dice
score measured detection. Combining the two pipelines' output segmentations requires
a simple label fusion. This integrated strategy detects infratentorial and juxtacortical
lesions 14% and 31% better than the unsupervised machine learning pipeline utilized

as a performance assessment baseline [17].

This study presents a brief comparison of the proposed model with commonly used
machine learning models including AdaBoost, XGBoost, Random Forest, Gaussian
Naive Bayes, and LGB. The purpose of this comparison is to illustrate the strengths
and weaknesses of the suggested model. In the context of network intrusion traffic
detection, the experimental results demonstrate that the accuracy level of their

developed model is approximately 11% higher than that of previous models [18].

The proposed method combines diverse agents to improve the accuracy of predictions.
In particular, supervised learning, which offers a direct The authors propose applying
unsupervised exploratory methods to the data set to obtain a better understanding of
the data's quality. This enhances the selection and categorization of data for creating
training sets prior to machine learning application. Researchers demonstrate this using
a genome-wide small interfering RNA screen with a high content. They conduct an
unsupervised exploratory data analysis to facilitate the identification of four robust
phenotypes, which they then use as a training set to construct a high-quality random
forest machine learning model capable of differentiating four phenotypes with a 91.1%
accuracy and a kappa of 0.85. In comparison to the use of unsupervised methods alone,

their approach improved their ability to extract new information from the display [19].

This research presents a novel hybrid strategy that uses Bayesian optimization (BO)
and a modified GA-PARSIMONY algorithm to generate parsimonious models. This
method reduces computational complexity, which limits GA-PARSIMONY. Bayesian



optimization, often known as Bayes' theorem, is used to find good model parameters
to overcome this restriction. After that, a limited iteration of the Genetic Algorithm-
PARSIMONY produces correct parsimony models. For accuracy, the approach uses
feature reduction, data transformation, and parsimonious model selection. The hybrid
technique is tested on 10 UCI datasets using extreme gradient boosting machines
(XGBoost). The hybrid method yields models equivalent to GA-PARSIMONY. The
hybrid technique decreases processing time for eight of the 10 datasets, demonstrating
its efficiency. This study introduces a hybrid technique for creating parsimonious
models and shows the possibilities of merging Bayesian optimization with GA-
PARSIMONY. The study solves computational complexity and creates accurate
models in less time by integrating these two techniques. Experiments on varied
datasets show the hybrid technique's efficacy and potential. This method can improve
model derivation in many disciplines. This hybrid strategy may be used to more model

optimization and complexity reduction problems in future study [20].

The proposed approach brings together different kinds of agents in order to improve
the accuracy of predictions. Specifically, supervised learning, which provides a direct
mapping between the data domain and the solution domain while simultaneously
introducing bias to generalize the mapping, is combined with unsupervised learning,
which does not depend on similar generalization bias or training data but also does not
provide a direct mapping between the data and solution domains. This results in a more
accurate mapping between the data domain and the solution domain than would be
possible using supervised learning alone. The combination is achieved by the
utilization of the joint probability density function (PDF) of the supervised
classification. This function is put to use in order to direct the identification of clusters
that have been demarcated by unsupervised learning. This multi-agent strategy can
limit the amount of bias that is introduced during training, and it also offers a
foundation for the generation of a probability distribution for each sample rather than
a discrete classification. In turn, the distribution can be utilized to more properly
describe the continuous character of well log signals, which reflects continuity in

lithological regimes. This, in turn, allows for greater precision [21].



The authors of this work explore the creation of a hybrid algorithm that incorporates
two supervised algorithms, Naive Bayes and C4.5 as it shows in the Figure 2.1, to
enhance the training process of network intrusion detection models, specifically
focusing on SDN. By integrating the label field of each data sample during learning
and training, the algorithm achieves improved training results with enhanced
performance. Furthermore, the hybrid algorithm efficiently reduces the computational
burden by consolidating the calculation of gain values into a single process, thereby
minimizing unnecessary time expenditure. This reduction in time is particularly
significant since the calculation of gain values necessitates referencing the entire
training dataset. The findings from experimental evaluations underscore the practical
advantages of the proposed algorithm, as it not only reduces the required training time
but also enhances the overall performance of intrusion detection, surpassing other

existing hybrid algorithms [22].
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Figure 2.1.The architecture of our proposed hybrid algorithm [22].

Further research can expand on this work by exploring the optimization of the hybrid
algorithm's parameters and evaluating its applicability to different types of intrusion
detection datasets. Additionally, investigations into the interpretability and robustness
of the hybrid model could provide valuable insights into its practical implementation.

Ultimately, this novel hybrid machine learning approach holds promise for enhancing
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the effectiveness and efficiency of network intrusion detection systems, contributing

to the advancement of cybersecurity [22].

In any distributed system, one of the most challenging tasks is to ensure network
protection by identifying various attack scenarios. Intrusion detection systems have
gained popularity for examining and identifying network attacks to enhance the
security of data transmission. This paper focuses on developing a hybrid anomaly-
based intrusion detection model that combines two machine learning algorithms, each
compensating for the limitations of the other, resulting in strong performance and a
high detection rate. Specifically, the paper explores how each algorithm addresses the
weaknesses of the other. The Random Forest algorithm is employed for feature
selection, while the Classification and Regression Trees algorithm is utilized for

classification. Both algorithms are utilized in this study [23].

Moreover, the methodology employed in this study has the potential to be generalized
beyond OSA, as it can be adapted to identify high-risk patient groups in other complex
and diverse disorders. By leveraging similar multimetric approaches, healthcare
professionals can enhance their understanding of various diseases and tailor
interventions to specific patient populations. Future research directions could involve
validating the multimetric phenotyping framework using larger and more diverse
datasets to establish its robustness and generalizability. Additionally, exploring the
application of the framework in clinical settings and assessing its impact on patient
outcomes would provide further evidence of its utility and effectiveness. Nevertheless,
the integration of supervised and unsupervised machine learning techniques in the
multimetric phenotyping framework offers a comprehensive approach to classify OSA
patients. This approach reduces subjectivity, improves reliability, and reveals novel
subgroups with distinct risks of developing associated disorders. The potential
application of the framework extends beyond OSA, making it a valuable tool for

identifying high-risk patient groups in various complex diseases [24].

The authors present a paradigm for semi-supervised learning that integrates clustering
and classification into a single concept. Clustering analysis is a potent knowledge-

discovery method, and it has the potential to uncover the underlying data space
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structure from unlabeled data as shown in Figure 2.2. This is what motivates the
researchers to do the study. To assist in the development of a more accurate classifier,
our system incorporates semi-supervised clustering into the self-training classification
process. Clustering is done with a semi-supervised fuzzy c-means technique, while
classification is done with support vector machines. Both of these algorithms are
employed, respectively. The benefits of the suggested framework have been
demonstrated through experiments conducted on both simulated and actual datasets

[25].
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Figure 2.2. Flow chart of the framework (L and U represent labeled and unlabeled
data, respectively) [25].

The primary aim of this study is to examine the existing data mining methods utilized
for clustering and explore novel approaches to enhance clustering accuracy. The
specific objective of this research is to develop an advanced clustering algorithm that
builds upon an existing method. This study presents a distinctive approach that
combines spectral clustering, k-means, and NFPH. The conventional initialization
technique for cluster centroids in traditional k-means algorithms is substituted with the
proposed system, as depicted in. This method targets the initial centroid to overcome
k-means algorithm restrictions. The most relevant centroid for the situation is chosen

rather than randomly. The suggested approach is trained utilizing publicly available
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medical test datasets for study. WEKA, an open-source data mining software,

evaluates it. The method is evaluated on ten University of California, Irvine datasets.

Clustering error decreased by 2% and processing time increased from 4 to 5 seconds.

The new k-means initialization strategy caused this processing delay. The system also

reduces spectral clustering error. This technology improves accuracy but takes 4

seconds to process as it can be seen in the Figure 2.3 [26].

Data Set

\4

Data

filtering

A\ 4

Feature

Selection

\4

Reduced data size

A

Automated selection of attributes

Classification

A\ 4

Decision

Figure 2.3. stat of art work flow [26].

In this study, the authors introduce a novel classification framework that incorporates

a distinct ensemble classification step after the ensemble clustering stage. The

objective of this framework is to specifically identify patients who have not been

clustered, as depicted in Figure 2.4 [27].
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Figure 2.4. Abstract flowchart of the steps in the proposed pipeline [27].
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Hence, a systematic procedure is developed that establishes a connection between

ensemble clustering and ensemble classification, aiming to identify core groups,

analyze data distribution within those groups, and enhance the final classification

outcomes by addressing unclustered data. Subsequently, the proposed pipeline is
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applied to a newly acquired real-world breast cancer dataset, followed by an
assessment of its robustness and stability using standard datasets. The results
demonstrate that adopting the described structure enables the generation of more
accurate categorizations. Additionally, the findings are validated through the
application of statistical tests, visualization techniques, evaluations of cluster quality,

and insights from clinical experts [27].

The article proposes a clustering technique that combines PAM (Partitioning Around
Medoids) and FCM (Fuzzy C-Means) to accurately classify faulty data. The approach
first employs PAM to establish cluster prototypes, reducing the initial randomness of
FCM. Subsequently, FCM is used to obtain the final clustering results. These measures
are expected to enhance the algorithm's accuracy and require fewer iterations. To test
and validate the effectiveness and efficiency of the proposed method, experiments are
conducted using datasets related to faults in electrical equipment. The study's findings
demonstrate that the combination of approaches employed in this work outperforms
traditional methods of data analysis, such as the hierarchical clustering algorithm, in

terms of both accuracy and computational efficiency [28].

This research study proposes an accurate and practical method for identifying printed
ancient books. To reduce the error rate, a combination of sub-word clustering and an
LSTM (Long Short-Term Memory) neural network is utilized as a character
recognizer. Since limited information is available about the various font faces,
researchers manually annotate certain sections of the books. The methodology
involves clustering each sub-word in the book, followed by training an LSTM neural
network using the manually labeled cluster centers. Finally, the clustering and

classification results are combined to enhance the recognition rate [29].

In this study, the authors classified EEG signals using a classification model based on
MLPNN (Multilayer Perceptron Neural Network). Using DWT (Discrete Wavelet
Transform), the EEG signals were broken down into subbands. Instead of relying on
fundamental statistical measures across the wavelet coefficients, the authors clustered
the wavelet coefficients within each sub-band using the K-means algorithm. This

method allowed for a more efficient analysis of the data. As depicted in Figure 2.5, the
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probability distributions derived from the distribution of wavelet coefficients to the
clusters were then used as inputs to the MLPNN model. Classification of data was
accomplished with the MLPNN model. Five separate experiments were conducted to
evaluate the performance of the proposed model in classifying distinct segments.
These investigations included healthy and epileptic seizure-free segments, epileptic
seizure segments, healthy segments, and epileptic seizure-free and epileptic seizure
segments. The results demonstrated that the proposed model was effective in
classifying the various tasks accurately. Therefore, the study's authors believe that the
proposed model has the potential to be used as a diagnostic decision support

mechanism in the management of epilepsy patients. [30].

EEG Wawelet K-means | | Probability | |} MIPNN Classification
Signals Transform Clustering Distributions Classifier Results

Figure 2.5. Schematic illustration of the proposed method [30].

The authors of this paper showcased the effectiveness of empirical risk minimization
(ERM) as a method for selecting the next instance to label. However, ERM requires
significant computational time. In the case of graphical data, researchers can employ
graph topological analysis to swiftly identify instances that are likely to be suitable for
labeling, enabling faster progression through the data. In this study, a novel approach
is presented for identifying the best adjacent instance to a label, utilizing a metric based
on clustering coefficients. Experimental results conducted on a dataset comprising 20
newsgroups and three binary classification tasks demonstrate that the utilization of
clustering coefficient technique achieves comparable performance to ERM while

significantly reducing computational time [31].

This work introduces a novel technique called EC3, which integrates clustering and
classification for binary and multi-class classification tasks. EC3 utilizes an
optimization function and combines multiple classification and clustering algorithms
in a systematic manner. The authors theoretically establish the convexity and
optimality of the problem, and solve it using the block coordinate descent technique.

Furthermore, a variant of EC3 called iEC3 is proposed to handle imbalanced datasets.
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Extensive experimental analysis is conducted, comparing EC3 and iEC3 with 14
baseline methods, including standalone classifiers, homogeneous ensemble classifiers,
and heterogeneous ensemble classifiers that combine classification and clustering. The
evaluation is performed on 13 standard benchmark datasets. The results demonstrate
that both EC3 and iEC3 outperform the alternative baselines across all datasets,
achieving at least a 10% higher AUC. Additionally, the suggested approaches exhibit
faster execution compared to the best heterogeneous baseline method (1.21 times
faster), increased robustness to noise and class imbalance, and improved accuracy

compared to the best baseline method [32].

The authors have proposed a method for automatically identifying the learning style
based on the extant behaviors of learners and using web usage mining techniques and
machine learning algorithms. Utilizing web utilization mining techniques, the log file
extracted from the E-learning environment was preprocessed and the sequences of the
learners were captured. Based on the Felder and Silverman learning style model, the
captured sequences of learners were input into the K-modes clustering algorithm to
classify them into 16 learning style combinations. The naive Bayes classifier was then
used to predict a student's learning approach in real time. The authors of the study used
an actual dataset extracted from the log file of an e-learning system and the confusion
matrix method to evaluate the performance of the employed classifier. The obtained

results demonstrate that our strategy produces outstanding outcomes [33].

This paper proposes an unsupervised supervised machine learning approach,
hierarchical clustering, and artificial neural network (ANN) by adopting a combined
unsupervised-supervised method, unsupervised cluster analysis, and various
supervised machine learning algorithms, such as Boostings, Support Vector Machine
(SVM), and RReliefF. Researchers provide evidence that each cluster has its own
foundation variables to predict, and Boosting and ANN estimation provide a more
efficient framework for reducing the reserve error of insurers. Also, the different value
and order of RReliefF between Boosting and OLS indicate an under- or over-estimated
predictor, and the consistency of each year's influential variables over time indicates
that the firm's loss reserve model from the previous year can predict the future loss

reserve error. This article contributes to the existing literature by proposing a more
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robust, consistent, and efficient prediction method (i.e., the unsupervised-supervised

combination method) to enhance the loss reserve error prediction of insurers [34].

As indicated in the literature study, various algorithms have been employed for
classification, yielding different results. However, many studies have utilized a
combination of supervised and unsupervised algorithms, which has proven to be
effective in improving classification outcomes. The use of machine learning in
detecting phishing URLs has been extensively explored, but the results have shown
significant variability. Consequently, enhancing existing algorithms to achieve better
results has become a major focus for researchers, given the increasing sophistication

of frauds.

The contributions of this thesis are as follows:

e Simulating the K-nearest neighbors (KNN) algorithm and identifying one core
for each class, bearing its unique characteristics, instead of altering the
classification outcome based on the K-value in KNN.

e Utilizing a clustering algorithm to address dataset distribution issues such as
nonlinear classification, overlapping, or noise. These problems can be
simulated through hidden layers in neural networks (NNs).

e Considering the instability of results in K-means, multiple iterations are
required to construct different numbers of clusters, resulting in newer cores.
This approach aligns with the methodology employed in NNs.

e Incorporating an updated version of the CCA algorithm called ICCA, which
relies on an active set (A_S) to provide a more accurate representation of the
class. The algorithm classifies data points based on their similarity, measured
using Euclidean distance.

e Applying Feature Engineering techniques to extract data from URLs in order
to implement the proposed algorithm for phishing URL detection
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PART 3

THEORETICAL BACKGROUND

3.1. MACHINE LEARNING

Machine learning, situated within the field of artificial intelligence (Al) and computer
science, is a discipline dedicated to leveraging data and algorithms to simulate human
learning processes, aiming to progressively enhance accuracy. Figure 3.1 provides a

visual representation of this concept [35].
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Figure 3.1. Malti Domain View [35].
Emulating human learning processes, such as those shown in Figure 3.2, is the means

by which this goal can be accomplished. Machine learning algorithms have the

capability to improve their analytical precision through a process called iterative
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iterations. This allows the algorithms to autonomously update themselves with new

insights using information gained from the analysis of data [36].

Test/generalization
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Figure 3.2. general schema for machine learning methods [35].

The iterative learning approach that is used in machine learning is distinguished by its
one-of-a-kind nature and high value due to the fact that it enables algorithms to
discover dormant insights without being given any explicit direction. This process of
automatic learning distinguishes it from others because it makes the acquisition of new
information easier. Applications of machine learning algorithms can be found in many
different fields, including cybersecurity, medicine, email filtering, voice recognition,
agriculture, and computer vision, all of which are areas in which the development of
traditional algorithms to carry out these tasks would be difficult or even impossible

[37, 38].

The rapid development of machine learning can be attributed to the increased
accessibility of large data sets as well as the advancements in computing power that
have been made in recent years. As a direct consequence of this, machine learning has
emerged as an essential tool for addressing complex problems and improving decision-

making processes across a wide variety of domains.

3.2. TYPES OF MACHINE LEARNING

The degree of human intervention in the raw data has an effect on the various types of

machine learning models, and this influence can take the form of a variety of factors,
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such as rewards, detailed feedback, or labels. There are many different approaches to

machine learning, but one of the ones that is used the most frequently is:

3.2.1. Supervised Learning

Supervised learning is a category of machine learning that involves training a model
on labeled data and subsequently utilizing this training to make predictions on new,
unlabeled data. The primary objective of supervised learning is to forecast the target
label for unseen data by leveraging the discovered patterns and relationships during
the training phase [39]. Supervised learning encompasses a broad range of tasks,
including image classification, speech recognition, and natural language processing.
The algorithm takes a set of features as inputs and produces a set of labels as outputs.
The objective is to discern the underlying relationship between the inputs and outputs.
In addition to classification algorithms, supervised learning includes two other types:
regression algorithms and classification algorithms. Regression algorithms are
employed to predict continuous values, such as stock prices or tomorrow's weather,
while classification algorithms are utilized to predict categorical values, such as animal
types in an image or the sentiment of a text [40]. Supervised algorithms operate by
identifying patterns in the relationship between the inputs (features) and outputs
(labels) of the training data. The algorithm initially makes an initial estimation, which
is iteratively refined and enhanced as it receives additional training data [41].

The overall process can be divided into the following steps:

e Acquisition and preparation of training data: This involves selecting
appropriate features and labels and preprocessing the data to eliminate any
noise or outliers.

e Selection and training of a suitable model: A well-suited model is chosen and
trained using the prepared training data, taking into consideration the problem
type, feature type, and data characteristics.

e Model evaluation: The trained model is assessed against a separate set of test
data to evaluate its accuracy and identify areas for improvement, if necessary.

e Prediction on new data: Once the model has been trained and tested, it can be

utilized to make predictions on unseen data.
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The accuracy of the model, influenced by the quality of the training data and the chosen
model, determines the quality of the predictions. Supervised algorithms aim to
minimize prediction errors on the training data while avoiding overfitting, where the
model becomes overly complex and fits the training data too closely, hindering its

generalization to new data [42].

3.2.2. Unsupervised Learning

Unsupervised learning encompasses a machine learning approach in which models are
trained on unlabeled data to uncover inherent patterns and relationships without a
predefined prediction task. The main objective of unsupervised learning is to reveal
underlying structures and detect latent patterns that may not be readily apparent
through visual inspection alone [43]. Unsupervised learning algorithms operate
without the need for labeled data and are employed for various tasks such as clustering,
dimensionality reduction, and outlier detection. Clustering algorithms group similar
data points based on defined similarity measures, such as grouping customers with
similar spending behaviors [44]. Dimensionality reduction techniques aim to retain
crucial information while reducing the number of data features, facilitating data
visualization or further analysis by other machine learning algorithms. Anomaly
detection algorithms identify data points that significantly deviate from the rest of the
dataset, allowing the identification of outliers or anomalies, such as detecting
fraudulent transactions [45, 46]. Unsupervised learning is particularly valuable when
labeled data are scarce, costly to obtain, or when the objective is to uncover patterns
without a specific prediction task in mind. Unsupervised algorithms autonomously
discover patterns and structures within the data without prior knowledge of these
patterns. By processing and analyzing the data, these algorithms establish connections
between data points to uncover hidden patterns and structures. The specific method

employed depends on the task and the algorithm used [47].

The unsupervised learning process can be summarized in the following steps:

e Data acquisition and preprocessing to remove noise and outliers.
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e Selection of a suitable unsupervised learning algorithm based on the task and
data characteristics.

e Training the chosen algorithm to identify patterns and relationships in the
prepared data.

e [Evaluation of the trained model's performance and potential adjustments.

e Interpretation of the model's results to extract meaningful information from

the data.

The quality of the results obtained in unsupervised learning relies on the quality of the
data and the chosen algorithm. Unsupervised algorithms strive to unveil the underlying
data structure and discover meaningful patterns. However, evaluating the results of
unsupervised learning algorithms can be challenging due to the absence of labeled data

for comparison.

3.2.3. Semi-Supervised Learning

Semi-supervised learning is a form of machine learning that combines aspects of both
supervised and unsupervised learning. In this approach, the model is trained on a
combination of labeled and unlabeled data with the objective of leveraging the

unlabeled data to enhance the model's performance on the labeled data [48-50].

Semi-supervised learning proves beneficial when obtaining labeled data is challenging
or expensive, while a significant amount of unlabeled data is available. The idea is to
utilize the unlabeled data to improve the model's understanding of the underlying data
structure, thereby enhancing its performance on the labeled data [51]. Semi-supervised
learning algorithms capitalize on the trade-off between the demand for a large labeled
dataset in supervised learning and the abundance of unlabeled data. These algorithms
employ the unlabeled data to make informed estimations about the labels and then
refine these estimations using the labeled data [52]. In the process of semi-supervised
learning, the steps resemble those of supervised learning, with the inclusion of
incorporating the unlabeled data during the training phase. The quality of the results

depends on the data quality and the choice of algorithm. Evaluation metrics such as
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accuracy, precision, and recall are commonly employed to assess the performance of

semi-supervised algorithms.

3.3. ALGORITHM

In the domain of machine learning, an algorithm refers to a set of instructions that
guides a computer program in performing specific tasks, such as identifying patterns
in data, generating predictions, or making decisions. Essentially, algorithms serve as
the fundamental components of machine learning [53-55]. They represent a systematic
approach for problem-solving or achieving specific objectives. In machine learning,
algorithms are employed to construct models based on past data, enabling predictions

to be made on new, unseen data.

The field of machine learning encompasses a diverse range of algorithms, including
supervised learning algorithms, unsupervised learning algorithms, semi-supervised
learning algorithms, among others. Each algorithm follows a distinct approach to the
learning process, rendering them suitable for specific categories of challenges and
data. The selection of an appropriate algorithm should be guided by the nature of the
problem at hand and the characteristics of the data being utilized [55-58].

3.3.1. K-Nearest Neighbors Algorithm

The K-Nearest Neighbors (KNN) method is a supervised machine learning approach
applicable to both classification and regression tasks [59, 60]. With the KNN
algorithm, the objective is to predict the category or value of a given data point by
identifying the neighboring points in the feature space that are closest to it [61, 62]

Figure 3.3. illustrates the process visually.
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Figure 3.3. KNN Algorithm Diagram [62].

The K-Nearest Neighbors (KNN) method operates by storing all available data points
and, for each new data point, identifying the K closest neighbors based on a distance
metric such as Euclidean distance [63]. This process is repeated for all available data
points. Subsequently, the category or value of the new data point is determined by
majority voting among its K closest neighbors [64]. In classification, the category of a
new data point is determined by the majority category among its K closest neighbors.
For regression, the value of a new data point is computed by averaging the values of
its K closest neighbors. KNN is relatively straightforward to implement and
computationally efficient for small datasets. However, its computational complexity
increases for large datasets. Hence, it may not be suitable for large-scale data analysis.
Moreover, the choice of K is a crucial parameter that affects the precision of the
method. Selecting a smaller K can make the algorithm more sensitive to outliers,
leading to inaccurate predictions, while a larger K may result in difficulty

distinguishing between distinct classes or values.

However, KNN 1is a versatile and robust algorithm applicable to various problem
domains. However, its performance is contingent on the choice of distance metric and
the value of K. Therefore, it is essential to carefully evaluate the algorithm's

performance for the specific dataset and problem at hand [65].
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3.3.1.1. Compute KNN

The implementation of the K-Nearest Neighbors (KNN) algorithm involves several
steps:

e Data collection and preparation are performed, where data is gathered and
preprocessed to eliminate noise and outliers. The dataset is then divided into
training and testing sets, with the former used for model training and the latter
for performance evaluation [66].

e The suitable distance metric is selected for the KNN algorithm, such as
Euclidean distance, Manhattan distance, or Cosine similarity. The choice of
distance metric depends on the specific task and dataset. Additionally, the
value of K, representing the number of closest neighbors to consider, is
determined. Typically, an odd value of K is chosen to avoid ties in majority
voting.

e To evaluate the performance of the KNN model, its predictions on the testing
set are compared to the actual class or value of the data points. Common
evaluation metrics include accuracy, precision, recall, and F1 score [68]. If the
model's performance is not satisfactory, adjustments can be made to the value
of K, the distance metric, or the representation of data features to enhance its

performance.

In summary, the computation of the KNN algorithm encompasses selecting a distance
metric, determining the value of K, training the model on the training set, making

predictions on new data points, and evaluating the model's performance.

3.3.2. Distance Matrix

A distance matrix refers to a square matrix that represents the pairwise distances
between a collection of objects [67-69]. This matrix is commonly known as a distance
matrix and serves as a two-dimensional table where each row and column correspond
to a distinct item. Each element within the matrix indicates the distance separating the

respective objects [70].
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For example, in a distance matrix for a set of points in a two-dimensional space, each
row and column represent a point, and the matrix elements signify the Euclidean
distance between the points. In this case, the distance matrix is employed to measure
the distances between the points [71]. The number of rows and columns in a distance

matrix corresponds to the number of points within the dataset.

Distance matrices find extensive application in computer science and mathematics,
particularly in domains such as machine learning, computer vision, and image
processing. They are particularly useful in clustering algorithms, which aim to group
comparable items based on their distances from one another. In such methods, the
distance matrix is utilized to calculate the distances between items, which are
subsequently used to estimate the similarity between objects. In other words, the

distances between objects serve as a basis for determining their similarity [72, 73].

Various types of distance matrices are employed across different fields, including:

e Euclidean Distance Matrix: This commonly used distance matrix calculates the

straight-line distance between two points in a multi-dimensional space using

the Euclidean distance formula. It is represented by the formula:

d(x,y) = (3.1)

e Manhattan Distance Matrix: Also known as taxicab distance, this matrix
measures the sum of absolute differences between the coordinates of two points

in a multi-dimensional space. It is represented by the formula:

d(x,y) = (Zm - in> (3.2)

e Minkowski Distance Matrix: A generalization of Euclidean and Manhattan
distance matrices, the Minkowski distance matrix utilizes the Minkowski

metric to calculate distances. It is represented by the formula:

1

t P
a(x,y) = (ZI% - yi|> (3:3)
=1
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e Hamming Distance Matrix: This matrix determines the dissimilarity between
two strings of the same length by counting the number of positions where their
elements differ. It finds applications in error-correcting codes and encryption.

It is represented by the formula:

k
DH = <Z|xi _ y,-|> (3.4)

i=1

Each distance matrix has its own strengths and weaknesses, catering to different data
types and problem domains. The selection of a distance matrix depends on the specific

characteristics of the data and the objectives of the analysis.

In the context of the k-nearest neighbors (KNN) algorithm, a distance matrix is
employed to store the distances between a set of test points and a set of training points.
The objective of the KNN algorithm is to classify new points based on the classes of

their k nearest neighbors in the training set.

To assign a new point to a category, the KNN algorithm calculates its distances from
all points in the training set, which are stored in a distance matrix. Subsequently, the
algorithm selects the k closest neighbors based on their distances from the center point.
Finally, the new point is assigned to the class that shares the most similarities with its

k nearest neighbors.

The choice of distance metric in the KNN algorithm significantly impacts its
outcomes. For instance, the Euclidean distance is typically suitable for Euclidean data,
while the Jaccard distance may be preferable for binary data. The selection of the

distance metric should align with the data structure and the analysis goals.

In spaces with more than two dimensions, the Euclidean distance represents the
straight-line distance between two points. It is named after the Greek mathematician
Euclid and is computed as the square root of the sum of the squared differences
between the coordinates of the two points. The Euclidean distance proves useful in
various applications such as machine learning, data analysis, and computer vision. It

particularly shines when the data is continuous and evenly distributed, providing an
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effective measure of the distance between two points. Nevertheless, it is important to
note that in certain scenarios, the Manhattan distance or cosine distance may serve as
better measures of distance. The selection of the appropriate distance metric depends

on the characteristics of the data and the specific insights sought in the analysis.

3.3.2. K-Mean Algorithm

K-Means is a widely recognized unsupervised machine learning method that clusters
individual data points into distinct groups called clusters. The first algorithm of K-
Means was invented by Stuart Lloys in 1957 [74, 75]. The primary objective of K-
Means is to partition a dataset into K clusters, with each data point assigned to the
cluster that has the closest mean. This is achieved by iteratively moving the cluster
centroids closer to the mean of the data points assigned to each cluster until

convergence is reached[76-79].

The K-Means method can be divided into the following steps:

e [Initialize the centroids of the K clusters. This can be done randomly or using a
heuristic technique.

e Assign each data point to the cluster centroid that is nearest to it. This involves
calculating the Euclidean distance between each data point and the K centroids.

e Recalculate the mean of the data points assigned to each cluster and update the
centroids accordingly.

e Repeat steps 2 and 3 until the centroids stop moving or the maximum number
of iterations is reached.

e The final outcome is a clustering of the data points into K groups, with each

data point placed in the cluster that is closest to it.

K-Means is commonly used for exploratory data analysis and is also employed as a
preprocessing step for other machine learning algorithms. Despite being a fast and
straightforward algorithm, K-Means is sensitive to the initial conditions and can

become trapped in local minima. To address these limitations, alternative iterations of
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the K-Means algorithm, such as K-Medoids and Fuzzy K-Means, have been
developed[80, 81].

3.3.3. Enhancing Machine Learning Algorithms

The enhancement of machine learning algorithms is an ongoing process that can be

achieved through various methods[82-86], including the following approaches:

e Feature Engineering: This process involves creating new features by
combining or transforming existing features to improve the model's
performance. By doing so, the model can learn more accurate correlations
between the input and output variables.

e Hyperparameter Tuning: Machine learning algorithms have several
hyperparameters that need to be configured before training. Fine-tuning these
hyperparameters can significantly improve the overall performance of the
model.

e Ensemble Methods: Utilizing an ensemble of multiple models, as opposed to
a single model, can often lead to superior performance. Ensembles combine
different models to capture various patterns in the data, resulting in more
robust predictions.

e Transfer Learning: Reusing pre-trained models on similar tasks can be an
effective approach to enhance performance. Pre-trained models have already
learned relevant features from the data they were trained on, and this
knowledge can be transferred to new tasks.

e Regularization: Incorporating regularization terms into the loss function can
help reduce overfitting and improve the model's generalization ability.

e Data Augmentation: Generating additional samples from existing data can
expand the dataset and assist the model in becoming more generalizable.

e Algorithm Selection: Choosing the appropriate algorithm for a specific task
can significantly impact its performance. It is crucial to have a comprehensive
understanding of the advantages and limitations of each algorithm to select the

most suitable one for addressing the problem at hand.
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These are just a few examples of the numerous approaches available for improving
machine learning algorithms. Given the continuous discoveries in this field, it is crucial
to continually explore different strategies and develop innovative techniques.

In machine learning, it is common to combine supervised and unsupervised learning
algorithms to enhance the performance of the final model[21, 87, 88]. This is because
each type of algorithm has its own strengths, which can be leveraged to improve
overall performance. Supervised learning algorithms are trained on labeled data and
make predictions based on the relationship between inputs and outputs. They are

commonly used for classification and prediction tasks.

In contrast, unsupervised learning algorithms are trained on unlabeled data. They seek
patterns and structures in the data without prior knowledge of the desired output.
Unsupervised learning is often applied in clustering, dimensionality reduction, and
outlier detection. By combining supervised and unsupervised algorithmes, it is possible
to take advantage of their respective strengths and improve performance. For instance,
unsupervised algorithms can preprocess and extract features from the data, which can
then serve as inputs for supervised learning algorithms. This enables the supervised
algorithm to learn from a more abstract representation of the data, leading to better
results.

Another approach involves leveraging a supervised learning algorithm to label the data
generated by an unsupervised algorithm. This additional information can enhance the
understanding of the data structure by the unsupervised algorithm. Combining
supervised and unsupervised algorithms is also beneficial in semi-supervised learning
scenarios, where only a limited amount of labeled data is available. Unsupervised
algorithms can generate synthetic data that can be labeled and used to train a

supervised algorithm [89, 90].

3.4. DOMAIN (PHISHING URLS)

Phishing refers to the deceptive practice of attempting to acquire sensitive information,
such as usernames, passwords, and credit card numbers, by masquerading as a
trustworthy entity through bulk emails. It aims to bypass spam filters and is also known

as spear phishing and email phishing. Commonly, phishing involves sending
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fraudulent emails to unsuspecting individuals, pretending to be well-known social
networking sites, banks, auction platforms, or IT administrators. This type of social
engineering relies on dishonesty to commit criminal activities [91]. The term
"phishing" was first used by a renowned hacker and spammer in 1996 within the

hacking program called AOHel [1].

The magnitude of phishing attacks has reached significant milestones, with APWG
recording 1,097,811 total phishing incidents in the second quarter of 2022. The third
quarter of the same year marked the highest recorded number of phishing attacks ever
documented by APWG, reaching a total of 1,270,883 incidents. The peak month for
attacks was August 2022, with 430,141 recorded incidents. The number of attacks has
surged more than fivefold since the first quarter of 2020, when APWG reported
230,554 phishing incidents [92, 93].

The increase in attacks during Q3 2022 can be attributed to the targeting of specific
entities, as persistent phishers made numerous attempts to compromise these targets
[1]. Research conducted by OpSec Security, a founding member of APWG, revealed
that phishing attacks in the financial sector (FS) continued to dominate, accounting for
23.2% of all phishing incidents in Q3 2022, down from 27.6% in Q2. The percentage
of attacks on webmail and SAAS providers remained stable, while assaults on
retail/ecommerce sites decreased to 4.1% from 14.6% in the first quarter. Phishing
attempts targeting social media companies experienced a decline after ranging from
8.5% in 4Q2021 to 15.5% in 2Q2022. With the volatility of the crypto market and
declining prices, phishing attempts against cryptocurrency targets, including
cryptocurrency exchanges and wallet providers, decreased from 4.5% in Q2 to 2.0%

in Q3.

Matthew Harris, Senior Product Manager, Fraud at OpSec Security, noted a significant
increase in fraud volume within the Logistics and Shipping sector, particularly due to
a surge in phishing attacks targeting the U.S. Postal Service. The detection levels of
vishing (voice phishing) nearly tripled compared to Q2, continuing the trend observed

in the second quarter [1].
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3.4.1. Type of Phishing Attacks

Phishing attacks encompass a wide variety of deceptive techniques that are utilized by
cybercriminals to trick individuals into divulging sensitive information or performing
malicious actions. Phishing attacks come in a variety of forms, one of which is known
as "credential phishing." Users are led to believe that they are interacting with a
legitimate platform, such as a bank or a social media network, when in reality, the
attacker is attempting to trick them into divulging their login information by sending
them fraudulent emails or designing fraudulent websites. Another common form is
known as "spear phishing," and it refers to attacks that are both personalized and
targeted so that they are directed at particular people or businesses. These attacks
frequently make use of information about the target that is already in the public domain
in order to craft convincing messages or to impersonate trusted contacts. In addition,
there is a technique known as "smishing," which is a form of phishing that is carried
out through SMS text messages, and "vishing," which is a method of deceiving victims
that uses voice communication channels, such as phone calls. In general, it is essential
for individuals and organizations to have a solid understanding of the various types of
phishing attacks in order to strengthen their cybersecurity posture and better protect

themselves from these kinds of malicious endeavors [94, 95].
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PART 4

METHODOLOGY

This study introduces a novel algorithm that draws inspiration from the K-Nearest
Neighbors (KNN) approach, specifically designed for the identification of phishing
URLs. The algorithm's primary objective is to enhance the current state-of-the-art in
terms of efficiency, accuracy, and scalability. Its methodology involves determining
the similarity between each point in a class and a unique point known as the core. The
results obtained from rigorous testing demonstrate significant success, positioning the
algorithm as a fitting solution for addressing the problem at hand. Comprised of several
key steps, including Hyper algorithms, Hyperparameters, and iteration, these
components work collaboratively to offer an efficient and effective solution to the
problem. Extensive testing has been conducted on various test cases, substantiating its

superiority over alternative approaches.

In the second stage of this study, an enhanced version of the algorithm called the
Improve Core Classification Algorithm (ICCA) is introduced. ICCA accurately
represents the class and arranges the points based on similarity votes. To leverage its
potential, the study incorporates an active set (A_S) that calculates point distances
using the Euclidean method. While it should be noted that the output of K-means
algorithms may vary across implementations, this characteristic was exploited during

the training model phase to improve overall accuracy.

This research thesis focuses specifically on Phishing URLs, which pertain to
fraudulent websites aiming to deceive visitors into revealing personal information or
credit card details. These URLs employ deceptive tactics to mislead users into
believing they are engaging with a trustworthy source, while in reality, they are
redirected to malicious content. The comprehensive analysis and detection of phishing

URLs necessitate extensive preprocessing. Through these methods, raw URL
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information undergoes transformation into a format suitable for utilization by machine

learning algorithms and other analytical techniques.

4.1. DATA COLLECTION

Datasets have been sourced from various platforms, including Mendeley and Kaggle.
Mendeley and Kaggle hold significant importance in the academic research and data
science communities, respectively. Mendeley serves as a platform where researchers
can share datasets with each other, primarily focusing on academic research. On the
other hand, Kaggle is a platform that emphasizes data science competitions and

facilitates access to diverse datasets, fostering collaboration among data scientists.
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Figure 4.1. Phishing Websites Features [96].

The first dataset utilized in this study addresses the existing scarcity of high-quality
training datasets. The researchers aim to fill this gap by identifying relevant features
and expanding upon them. Their objective is to develop more comprehensive datasets
that accurately capture the intricate nature of phishing sites. This endeavor will equip
experts in the field with better tools to test hypotheses, refine algorithms, and enhance

the accuracy of predicting phishing scams on websites. The first dataset consists of
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11,056 instances and 31 features [96]. It encompasses both legitimate and phishing
URLs, with 6,157 instances classified as phishing URLs and 4,898 instances classified
as legitimate URLs (Figure 4.1). This dataset provides up-to-date and comprehensive
information about phishing and legitimate websites, incorporating their distinctive

features.

Hence, Moving on to the second dataset [97] It comprises 549,346 instances and is
categorized into two groups, as illustrated in Figure 11. The first category is labeled as
"Good," which signifies URLs that do not contain malicious content and are not
classified as phishing sites. The second category is labeled as "Bad," representing

URLSs that contain malicious content and are classified as phishing sites.
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Figure 4.2. Phishing Site URLs [97].
In this thesis, a novel classification algorithm has been introduced. To provide a more
comprehensive evaluation of its effectiveness and generalizability, the algorithm has

been tested in a different domain. This approach aims to assess whether the algorithm's

performance extends beyond its original domain of development.
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However, by subjecting the algorithm to a different domain, we can examine its
capacity to accurately classify suggestions and observe if its performance remains
consistent across diverse types of data. Moreover, conducting tests in a different
domain helps in identifying any inherent limitations or biases that the algorithm may
possess. It enables us to investigate whether the algorithm is overfitting to the original
domain or exhibiting domain-specific patterns that may not be applicable elsewhere.
By evaluating the algorithm's performance in a new domain, we can determine its
robustness and identify any necessary adjustments or adaptations required to enhance
its accuracy and generalizability. One of the domains considered in this study is the
Heart Disease dataset [98], comprising 3,656 instances and 15 features. Another
domain is the Indian Liver Patient Record [99], which consists of 2,000 instances and
11 features. Lastly, the Cardiovascular Disease Dataset [100] includes 3,656 instances
and 15 features. These datasets have been selected to assess the algorithm's

performance and explore its applicability in different contexts.

4.2. CONFUSION MATRIX

A confusion matrix is a widely employed table for evaluating the performance of
machine learning algorithms in classification tasks. It allows a comparison between
the algorithm's predicted and actual classifications, revealing the number of instances
that were correctly or incorrectly classified [101, 102]. Typically, a confusion matrix
consists of four cells arranged in a 2x2 table. The rows represent the actual classes,
while the columns represent the predicted classes. Each cell in the matrix represents
the count of observations corresponding to a particular combination of predicted and

actual classes.

The four cells of the confusion matrix are defined as follows:

True positive (TP): The number of instances correctly classified as positive by the
algorithm.

False positive (FP): The number of instances incorrectly classified as positive by the

algorithm.
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True negative (TN): The number of instances correctly classified as negative by the
algorithm.
False negative (FN): The number of instances incorrectly classified as negative by the

algorithm.

Hence, by utilizing the confusion matrix, various performance metrics can be
calculated, including accuracy, precision, recall, and F1 score. These metrics offer
insights into the strengths and weaknesses of the machine learning algorithm.
Analyzing the confusion matrix enables machine learning practitioners to gain a better
understanding of the algorithm's error patterns and take necessary steps to enhance its

performance.

4.2.1. Accuracy

Common performance metric that can be calculated from a confusion matrix in
classification tasks. It measures the proportion of instances that were correctly
classified by the machine learning algorithm, out of all the instances that were

classified [102, 103].

The accuracy can be calculated using the following formula:

TP+TN
TP+ FP+TN+FN

Accuracy = (4.1)

where TP represents the number of true positives, TN represents the number of true
negatives, FP represents the number of false positives, and FN represents the number

of false negatives.

In other words, accuracy measures the overall correctness of the algorithm's
classifications, regardless of the specific class. It provides a general idea of how well
the algorithm is performing, but it may not be a suitable metric for imbalanced datasets

where the distribution of classes is uneven. For example, if a machine learning

37



algorithm correctly classifies 90 out of 100 instances, its accuracy would be 90%.
However, if the dataset has a class distribution of 90% positive and 10% negative, the
algorithm may be classifying all instances as positive, resulting in high accuracy but
poor performance on the negative class. In such cases, precision, recall, or F1 score

may be more appropriate metrics to evaluate the algorithm's performance.

4.2. PRECISION

Precision is an essential performance metric derived from a confusion matrix in
classification tasks. It quantifies the proportion of true positive classifications made by
a machine learning algorithm out of all positive classifications made by the same

algorithm [104].

The calculation of precision involves the use of the following formula:

Precision = TP /(TP + FP) (4.2)

Here, TP represents the count of true positives, and FP represents the count of false

positives.

Essentially, precision evaluates the accuracy of positive predictions generated by the
algorithm. It becomes particularly valuable when the cost associated with false

positives is high, such as in medical diagnosis or fraud detection scenarios.

4.3. RECALL

The concept of recall, also known as sensitivity or true positive rate, holds great
significance in the domains of machine learning and data analysis. It refers to the
ability of a classification model to correctly identify all positive instances within a

given dataset. Recall serves as a measure of a model's capacity in this regard.
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In the context of binary classification problems, recall is defined as the ratio of true
positives to the total number of actual positives. It quantifies the model's ability to

capture all relevant positive occurrences.

In situations where the consequences of false negatives are significant, such as in
medical diagnosis or security screening, recall becomes a crucial metric to consider. It
is also valuable in general as it indicates the model's effectiveness in minimizing the
occurrence of false negatives and, consequently, reducing the risk of overlooking

important events [105].

The calculation of recall can be performed using the following formula:

TP

Recall = TP+—FN (43)

Here, TP represents the count of true positives, and FN represents the count of false
negatives.

4.4.F1SCORE

The F1 score, commonly employed in the fields of machine learning and data analysis,
serves as a performance measure that combines the metrics of accuracy and recall into
a single value. It represents the harmonic mean of accuracy and recall, thereby
assigning equal importance to both measures. The F1 score is computed by taking the
weighted average of precision and recall scores, with 1.0 indicating the best possible
score and 0.0 representing the worst [105]. The F1 score is particularly valuable in
binary classification problems where there is an imbalance between positive and
negative cases. In such cases, a classifier that consistently predicts negative examples
may achieve high accuracy but would demonstrate poor precision and recall. The F1
score offers a means to evaluate the overall performance of the classifier by

considering both its accuracy and recall.

The formula for calculating the F1 score is as follows:
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Precision * recall
F,Score = 2 : (4.4)
presion + recall

In this formula, precision and recall represent the respective performance metrics. The
F1 score provides a comprehensive assessment of the classifier's effectiveness in

handling imbalanced classification scenarios, accounting for both accuracy and recall.

4.3. PREPROCESSING

The preprocessing of phishing URLs serves as a foundation for developing robust
cybersecurity systems. By analyzing and extracting relevant features from URLs,
security professionals can proactively identify potential phishing attempts, effectively
protecting individuals and organizations from falling victim to fraudulent schemes.
The application of advanced analysis techniques, such as feature extraction and
selection, allows for the identification of suspicious patterns and anomalies in URLs
that may indicate malicious intent. Additionally, the integration of machine learning
algorithms enables the development of sophisticated models that consider contextual
information, semantic structures [106, 107] and behavioral patterns, significantly
improving the accuracy and effectiveness of phishing detection systems. However, the
preprocessing of phishing URLs is a fundamental step in enhancing cybersecurity
measures, enabling early detection and prevention of phishing attacks in today's

evolving threat landscape [108].
In this thesis, we implement the preprocessing for the "Phishing site URLs" dataset,
which is the official name[97]. The dataset currently contains 549,346 entries in two

columns. The prediction column consists of two types of labels:

A. Good: This indicates that the site is not a phishing site, and the URLs do not contain

malicious content.

B. Bad: This indicates that the site is a phishing site, and its URLs contain malicious

content.
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Using Jupyter Notebook and the Python language, we performed the preprocessing
steps on the URLs as follows:

In our thesis, we have selected a specific definition for the parts of the URL,
acknowledging the existence of various definitions in the literature. However, for the

purpose of our research, we have adopted the following definition:

URL: https://www.example.com/Path/to/resource?param1=value1Jm2=value2#sectionl

e Domain: www.example.com

e Path: /path/to/resource

e Query: paraml=valuel{m2=value2

e Fragment: section
In our work, we conducted an extensive analysis of URLs, focusing on various
components such as the domain, path, query, and fragment. Additionally, we explored
the significance of specific characters within URLs, including (-=!+$. @ ~* % ?
& , # space), during the extraction process. Let's delve into the various components of
a URL and gain a better understanding of their differences. By examining each part

individually, we can grasp their distinct purposes and functions:

1- In our research, we focused on studying URLs and extracting important
characters from them. We aimed to gain insights by analyzing various
characteristics, including the length of the URL (url length) and the quantities
of specific characters present. Firstly, we examined the occurrence of periods (.)
in the URL (qty dot url).  These dots are significant as they often separate
domain and subdomain names within the URL. Additionally, we analyzed the
quantity of hyphens (-) in the URL (qty hyphen url). Hyphens can serve
different purposes, such as improving readability or distinguishing between
words in the domain. Furthermore, we investigated the presence of forward
slashes (/) in the URL (qty_slash url). These slashes indicate directory structures
or parameters within the URL. Moreover, we counted the occurrence of question
marks (?) in the URL (qty_questionmark url). Question marks typically signify
the start of query strings in URLs. Furthermore, we examined the quantity of
equal signs (=) in the URL (qty_equal url). Equal signs are commonly used in
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URL parameters to assign values to specific variables. Additionally, we analyzed
the presence of at symbols (@) in the URL (qty_at_url). While at symbols are
not commonly found in domain names, they may have specific implications
depending on their position within the URL. Furthermore, we looked for
ampersands (&) in the URL (qty and url). Ampersands are often used as
separators between different parameters in URL query strings. In addition, we
investigated the occurrence of exclamation marks (!) in the URL
(qty_exclamation url). Exclamation marks can occasionally be used for
emphasis or to indicate specific actions within URLs. Moreover, we examined
the presence of spaces ( ) in the URL (qty_space url). Although spaces are not
valid characters in URLs, they may be encoded as %20 or replaced with other
characters. Furthermore, we analyzed the quantity of tilde