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ABSTRACT 

 

M. Sc. Thesis 

 

IMPROVE DIABETES DIAGNOSIS BY INTEGRATING MULTIPLE 

MACHINE LEARNING ALGORITHMS 

 

Feras Muhammed Khalel 

 

Karabük University 

Institute of Graduate Programs 

The Department of Computer Engineering 

 

Thesis Advisor: 

Assist.Prof. Dr. Nehad T.A RAMAHA 

July 2023, 65 pages 

 

Diabetes is a chronic disease with many complications that follow the disease and is 

one of the leading causes of death worldwide. The number of people infected with 

this disease is increasing every day. Therefore, predicting this disease at an early 

stage helps to avoid many complications that follow the disease. Nowadays, many 

medical sectors have begun to take an interest in using artificial intelligence 

technologies and benefiting from their services. Data mining and machine learning 

techniques are used to predict the patient's condition at an early stage. Many studies 

have worked on this topic. However, in most previous studies, the recall measure for 

affected patients did not reach an acceptable accuracy. Therefore, in this study, we 

worked to address this deficiency and present a new model for predicting diabetes. 

During the study, the data set was processed. Six machine learning algorithms were 

then used to build the models and individually predict the patient's condition. Then 

the three best algorithms were selected. Finally, these algorithms were combined to 
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create a hybrid model that gives a safe result to predict the patient's condition. The 

proposed model gave an accuracy of 96.55%. The accuracy of the recall scale was 

97.73%. The accuracy obtained from this study is better than the accuracy of 

previous studies and more reliable because, in this study, the data set was processed 

and made balanced. 

 

Key Words  : Diabetes, Pima dataset, Random Forest, Gradient Boosted, 

KNN, SVM. 

Science Code  : 9243 
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ÖZET 

 

Yüksek Lisans Tezi 

 

ÇOKLU MAKİNE ÖĞRENME ALGORİTMALARINI ENTEGRE EDEREK 

DİYABET TEŞHİSİNİ GELIŞTIRIN 

 

Feras Muhammed Khalel 

 

Karabük Üniversitesi 

Lisansüstü Eğitim Enstitüsü 

Bilgisayar Mühendisliği Anabilim Dalı 

 

Tez Danışmanı: 

Dr. Öğr. Üyesi. Nehad T.A Ramaha 

Temmuz 2023, 65 sayfa 

 

Diyabet, hastalığı takip eden birçok komplikasyonu olan ve dünya çapında önde 

gelen ölüm nedenlerinden biri olan kronik bir hastalıktır. Bu hastalığa yakalananların 

sayısı her geçen gün artıyor. Bu nedenle, bu hastalığı erken bir aşamada tahmin 

etmek, hastalığı takip eden birçok komplikasyonun önlenmesine yardımcı olur. 

Günümüzde birçok medikal sektör yapay zeka teknolojilerini kullanmaya ve 

hizmetlerinden yararlanmaya ilgi duymaya başlamıştır. Hastanın durumunu erken bir 

aşamada tahmin etmek için veri madenciliği ve makine öğrenimi teknikleri kullanılır. 

Bu konuda birçok çalışma yapılmıştır. Bununla birlikte, önceki çalışmaların 

çoğunda, etkilenen hastalar için hatırlama ölçüsü kabul edilebilir bir doğruluğa 

ulaşmadı. Bu nedenle, bu çalışmada bu eksikliği gidermek ve diyabeti tahmin etmek 

için yeni bir model sunmak için çalıştık. Çalışma sırasında veri seti işlenmiştir. Daha 

sonra modelleri oluşturmak ve hastanın durumunu bireysel olarak tahmin etmek için 

altı makine öğrenimi algoritması kullanıldı. Ardından en iyi üç algoritma seçildi. Son 
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olarak, bu algoritmalar, hastanın durumunu tahmin etmek için güvenli bir sonuç 

veren hibrit bir model oluşturmak için birleştirildi. Önerilen model %96.55 doğruluk 

vermiştir. Hatırlama ölçeğinin doğruluğu %97.73 idi. Bu çalışmadan elde edilen 

doğruluk önceki çalışmalara göre daha iyi ve daha güvenilirdir çünkü bu çalışmada 

veri seti işlenip dengelenmiştir. 

 

Anahtar Kelimeler : Diyabet, Pima veri seti, Random Forest, Gradient Boosted, 

KNN, SVM. 

Bilim Kodu   : 92432 
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PART 1 

 

RESEARCH OVERVIEW 

 

1.1. INTRODUCTION 

 

The ease of use of software applications is one of the most important reasons for 

their spread in the modern era. Most institutions and sectors rushed to replace the 

previous system based on recording data on paper to use applications and build 

websites that facilitate the management of these institutions. This move also led to 

data organization as processing and conducting studies became more accessible. The 

medical sectors are among the most that have tried to benefit from this. They have 

organized patient and reviewer data in organized records. That has helped 

researchers a lot in easy access to those data, conducting studies on them, and 

discovering new patterns and knowledge. 

 

Moreover, artificial intelligence and machine learning proved their effectiveness and 

ability in decision-making and early prediction of the patient's condition. Most 

researchers take advantage of this science and use its tools to predict the patient's 

condition at an early stage. One of the most important of these diseases is diabetes. 

The prevalence of diabetes is higher than that of other diseases since it is a chronic, 

non-communicable illness[1]. Additionally, it is regarded as one of the leading global 

causes of death, along with other diseases such as heart disease and cancer[1][2]. The 

International Diabetes Federation estimates that there would be roughly 700 million 

diabetics worldwide in 2045[3]. According to the World Health Organization, 380 

million people will have diabetes worldwide by 2025[4]
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Table 1.1. Types of diabetes 

Common types of 

diabetes 

Complications Diagnosis of diabetes 

Type 1 diabetes 1- Gradual rise in blood pressure 

2- Low protein and cholesterol 

3-Damage to the kidneys, the retina of 

the eye, and the nervous system   

4- Disorders in the blood lipids 

1- blood tests 

2- Tests to detect gestational 

diabetes 

3- Tests to detect diabetes 

Type 2 Diabetes 1- convulsions 

2- coma 

3- Sudden drop and rise in blood sugar 

Gestational 

Diabetes 

1- Overgrowth 

2- family history 

3- Women over 25 years old 

 

There are many complications of diabetes, as shown in Table 1.1., and therefore 

early detection of this disease helps in avoiding many complications. Therefore, in 

this study, we will try to apply a new model to detect the largest possible number of 

infected patients. 

 

1.2. MOTIVATION OF THESIS 

 

Non-communicable and chronic diseases usually require a long time to treat, and 

these diseases cannot be fully cured. Among these are cardiovascular diseases, 

respiratory diseases, and diabetes of all three types (type 1 diabetes, type 2 diabetes, 

and gestational diabetes). According to the world health organization[5], these 

diseases are considered one of the most common causes of death worldwide. There 

has been a noticeable increase in the number of people infected with these diseases in 

recent years, according to the reports of the Director of the World Health 

Organization, who called for taking practical steps to combat these diseases, which 

are responsible for 17 million premature deaths yearly. 

 

Deep learning and machine learning algorithms are considered one of the most 

important modern tools to help evaluate and detect these diseases. Many studies have 

been conducted on the use of artificial intelligence and machine learning services in 
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the medical field. Machine learning classifiers rely on medical data sets to detect 

diseases. There are many data sets, including balanced, unbalanced, structured, and 

unstructured. The accuracy of any algorithm depends mainly on the data set[6], as 

the algorithm can give high accuracy if the data set is organized and balanced and 

lower accuracy if the data set is unbalanced or organized. The primary motivation of 

this research is to find the best algorithms that give the best accuracy on diabetes 

datasets. 

 

1.3. PROBLEM STATEMENT 

 

The rapid spread of chronic diseases, especially diabetes, made doctors and 

specialists think of alternative solutions to detect the disease instead of traditional 

methods. Reliance on traditional methods in identifying diseases is high in cost, time, 

and error rate in assessing the patient's condition. Modern software systems have 

become one of the most important solutions to this problem and bridge the gap. In 

recent years, there has been an actual focus on using these systems to detect and 

identify chronic diseases early. These systems do not require high financial costs and 

take little time to determine the type of disease. Although Several studies worked on 

building models to detect these diseases in different ways, the accuracy needed 

improvement. Therefore, in this study, we build an intelligent model by integrating 

several machine learning algorithms capable of detecting diabetes at an early stage 

with high accuracy. 

 

1.4. OBJECTIVES 

 

The main objective of this thesis was to determine the best way to detect diabetes. 

The three best machine learning algorithms were used to form our model. The 

objectives can be described as follows: 

 To Compare the performance of the most common six machine learning 

algorithms in detecting and identifying diabetes at an early stage. 

 To Compare of performance and results of machine learning algorithms on 

balanced and unbalanced diabetes dataset 
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 To Compare the results obtained using this model with the trained models 

used in previous studies. 

 A comparison between the performance of the proposed hybrid model with a 

neural network designed during the study 

 

1.5. CONTRIBUTION 

 

The following points can determine contribution: 

 A hybrid model was built that can safely predict the patient's condition by 

relying on several machine learning algorithms that work together to make the 

final decision in assessing the patient's condition. 

 The results of the proposed model were compared with some previous studies. 

The accuracy scale and the Recall scale of the proposed model gave better 

results than those studies that have been discussed in the second part of this 

study. 

 A deep neural network containing hidden nodes was built and its performance 

was compared with the proposed model. 

 Data processing in the proposed model takes little time. 

 

1.6. ORGANIZATION OF THESIS   

 

In the first part of this study, an overview of diabetes and the importance of doing 

this study was given. The second part presents works and studies related to the 

current study. Moreover, in the third part, the importance of machine learning was 

explained. The algorithms used in this study were explained in the fourth part, 

including the proposed methodology. Furthermore, the results were presented and 

discussed in the fifth part. Finally, the last part concludes the work carried out during 

this study and its benefits. 
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PART 2 

 

LITERATURE REVIEW 

 

In this part, some previous studies and works related to this study will be presented. 

The techniques and algorithms used to detect diabetes will be presented. Also, the 

previous works will be presented on a different data set such as the Pima dataset and 

another data set obtained in different ways. After that, these works will be compared 

in terms of accuracy, Recall, and Precision. 

 

2.1. PREVIOUS STUDIES USED MACHINE LEARNING ALGORITHMS 

 

Diabetes prediction method and recommendation system suggested by Nagaraj et al. 

This method involves building a machine learning model for prediction utilizing a 

variety of methods, including XGBoost, support vector machine (SVM), random 

forest classifier, and decision tree. The accuracy of the random forest classifier is 

77%. After anticipating the disease, create a system of recommendations, include a 

diabetic recovery diet and foods, and offer some disease-fighting exercises.[7]. 

 

Shanjida khan Maliha et al used two diabetes prediction algorithms, the Random 

Forest and the Support Vector Machine. And it relied on real patient data to 

determine the disease. It was implemented by the programming language Python and 

Jupyter. The Support Vector Machine algorithm gave a higher accuracy than the 

Random Forest, where the accuracy reached 86%, while the accuracy of the Random 

Forest reached 78% [4]. 

 

Herminiño C. Lagunzad et al relied on a database from Kaggle and applied the ID3 

algorithm to this data to predict diabetes. As for the results, it can be for people 

between 30-40 and 41-50 with diabetes. Delayed recovery and sudden weight loss 

can also be a sign of diabetes[8] . 
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Saad Ebrahim Saeed et al compared three diabetes determination algorithms: SVM, 

KNN, and DT. It was based on a database from the UCI repository. The result was 

that DT gave the highest accuracy, reaching 96.0%, then KNN, with an accuracy of 

93.3%, then SVM, with an accuracy of 92.1% [9]. 

 

Vivek Vaidya et al used a soft computing classifier with different parameters and the 

classifier's accuracy reached 95.07%[10]. 

 

Salma Karimah et al. developed a classification model to predict diabetes based on 

the content of a drug review using Random Forest.  N-gram and Term-Frequency 

Inverse Document Frequency In the feature orientation stage. The model gave an 

accuracy of F-1 score value of 0.952 using the unigram feature [11]. 

 

Amrutha P and others suggested an early system for diagnosing diabetes and used 

five machine learning algorithms. The accuracy of the system was 94.350 percent 

using the IBK algorithm, then the Random Forest algorithm came in second place, 

with an accuracy of 93.785% [12]. 

 

A.Prakash et al.  implemented several machine learning algorithms on the PIMA 

Indian Diabetes database for diabetes prediction. The Naïve Bayes algorithm gave 

the highest accuracy, reaching 89.9[13]. 

 

Akhyar Ali Khan et al. proposed the GBA algorithm for diabetes prediction and used 

the PIMA Indian Diabetes database. The proposed algorithm has an accuracy of 

0.92[14]. 

 

Minhaz Uddin Emon et al. implemented eight machine-learning algorithms on the 

Diabetes Retinopathy Debrecen dataset to predict diabetes Retinopathy. The logistic 

regression algorithm gave an accuracy of 75% [15]. 

 

Zainab T. Al-Ars et al developed a model for predicting diabetes in which 

classification was made based on HbA1c measurement and initial diagnosis. In his 

work, he relied on four algorithms, and the best result was obtained by the 
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RANDOM FOREST algorithm, reaching 93.51%. Then a new method called CBRF 

(Clustering Based Random Forest) was proposed. Which combines RANDOM 

FOREST and K-Means. Experiments showed that the construction time was reduced 

to 50 percent and the accuracy increased to 94 [16]. 

 

Rakesh S Raj et al. extracted a data set from the health reports of diabetic patients. 

Then they applied machine learning algorithms to predict the disease. The Naïve 

Bayes algorithm gave an accuracy of 62.5%, while the SVM algorithm gave an 

accuracy of 82%[17]. 

 

Mehmet Bilgehan Erdem et al. proposed a multipurpose genetic programming 

symbolic regression algorithm to predict diabetes, and the research focused on the 

level of complexity and accuracy of the proposed model. He then compared this 

method with several other algorithms. The Majority-Voting Scheme algorithm gave 

the highest accuracy, reaching 81.64%, but this algorithm, according to the research, 

is the most consuming in resources and time. While the proposed method gave an 

accuracy of 79.17% with less complexity and cost than the rest of the proposed 

algorithms [18]. 

 

Priyanka Sonar and others have experimented with several machine-learning 

algorithms to predict diabetes. The SVM algorithm and the Artificial Neural 

Network gave the highest accuracy, reaching 82%. The Naive Bayes algorithm gave 

80% accuracy, while the Decision Tree algorithm had 74% accuracy[19]. 

 

2.2. PREVIOUS STUDIES USED DEEP LEARNING 

 

Luyao Xu et al.  proposed a method based on deep learning to build a 1DCNN model 

for predicting diabetes. He compared the model with machine learning algorithms 

such as (Naive Bayes, and Random Forest) and was based on a database collected 

from Sylhet Diabetes Hospital in Sylhet. The accuracy of the proposed method 

reached 97.02, while the accuracy of random forest reached 94.06, and the accuracy 

of Naive Bayes reached 91.09[20]. 
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Shiva Shankar Reddy et al. applied a deep learning algorithm DBFN to predict the 

readmission of diabetic patients to hospital and compared this algorithm with other 

algorithms. This algorithm gave an accuracy of 0.6917, while the accuracy of the rest 

of the algorithms was less than this accuracy. It was also observed that the patient is 

readmitted to the hospital. again after 90 days [21]. 

 

2.3. PREVIOUS STUDIES USED THE HYBRID MODEL 

 

Sarra Samet and others applied machine learning algorithms to the Pima database 

and then applied a hybrid model and found that the hybrid model gave a higher 

accuracy as its accuracy reached 90.62%[22]. 

Biswajit Giri et al. used a hybrid approach to predict diabetes based on the PIMA 

database. He compared this method to several other algorithms. The proposed 

method gave an accuracy of 86 percent, while the closest algorithm was 75 percent 

accurate, which is the Linear Support Vector Classifier algorithm [23]. 

 

2.4. DIABETIC DATASETS FROM SEVERAL SOURCES 

 

Table 2.1. presents different types of diabetes datasets as well as the algorithms that 

were used on this data and the results of these algorithms. 

 

Table 2.1. Studies using  ML 

 
Ref Dataset KNN Neural 

Network 

Logistic 

Regression 

Decision 

Tree 

Random 

Forest 

Naive 

Bayes 

SVM 

[7] Pima    71% 77%  74% 

[4] Khulna  Hospital     78%  86% 

[9] Sylhet  Hospital 93.3%   96%   92.1% 

[10] Pıma  92.17 %      

[22] Pıma 88.31%  78.57 % 85.71% 83.76 % 77.27% 87 % 

[12] reconnaissance     93.78% 85.87%  

[13] Pima   84% 80.8% 80.9% 89.9% 74.4% 

[24] Medical 

Chittagong 

70%     67% 69% 

[25] UCI    78% 81%  89.67% 
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Table 2.2. presents some previous. It displays the algorithm that gave the best result. 

It also displays Accuracy, Recall, and Precision metrics. 

 

Table 2.2. Studies used a hybrid model and machine learning. 

 

 

 

Ref Year Algorithm Accurracy Recall Precision 

[7] 2022 Random Forest 77%   

[26] 2021 LightGBM + KNN 90.1% 82.1% 88.9% 

[10] 2021 Firefly Optimized Neural 

Network 

95.07 

 

88% 88% 

[27] 2021 Random Forest 

 

79% 77% 77% 

[22] 2021 KNN+SVM+DT 90.62 91% 91 

[13] 2021 Naïve Bayes 89.9 84.3 79.3 

[14] 2021 Gradient Boosting 92 93 94 

[28] 2020 K-Means 86   

[23] 2020 Hybrid classifier 86   

[18] 2019 Genetic Programming 

Symbolic Regression 

79.19%   

[19] 2019 Artificial Neural Network 82   

 

[29] 2019 Decision Tree 70.80 61.46 76.5 

[30] 2019 J48 95.122   

[31] 2018 SVM 79.1 79.1 78.2 

[32] 2017 ANN 80.86   
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PART 3 

 

THEORETICAL BACKGROUND 

 

In this part, we will try to present an overview of the importance of machine learning 

and its algorithms and explain the reasons for the necessity of using machine learning 

techniques in the medical field. 

 

3.1. MACHINE LEARNING 

 

One of the most crucial subfields of artificial intelligence is machine learning, which 

uses mathematical techniques and equations to enhance a machine's performance 

over time. The study of computer algorithms that may automatically improve during 

experiments on data and after the conclusion of data training on data results in the 

model is the focus of automated learning. The distinctions between AI, machine 

learning, and deep learning are shown in Figure 3.1. defines deep learning, machine 

learning, and AI[33]. 

 

 

Figure 3.1. Shows the difference between AI, machine learning, and deep learning 

AI 

ML 

DL 

Artificial intelligence: It is a 

technology that enables a machine 

to simulate human behavior 

Machine learning: is a branch of 

artificial intelligence that uses 

statistical methods to enable a 

machine to improve with 

experience 

Deep Learning: a branch of 
machine learning that makes it 
possible to compute a multi-layer 
neutral network 
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3.1.1. The Main Elements Of Machine Learning 

 

Table 3.1.Presents the basic elements of machine learning[33] 

 

Data is information in the form of texts, audio, 

photos, and so forth. 

Learning  

The method finds the model after 

analyzing the data. 

Training data 

 

utilizing the data to train an algorithm to 

find a model. 

Model 

 

is the final product of Machine Learning. 
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3.1.2. TYPES OF MACHINE LEARNING 

 

Machine learning is built on the principle of supervised learning, in which algorithms 

are trained to make predictions by being given predetermined inputs and outputs 

(features and targets, respectively). The second method, referred to as unsupervised 

learning, trains algorithms to generate predictions based on given data without being 

given any information on the outcomes (goal). Throughout the training phase, 

algorithms discover connections and patterns in previously unobserved data that help 

them make predictions. There are no further connections between the first two forms 

of learning and the third, reinforcement learning. A goal-driven agent looks around 

its environment. As it moves through its environment, it makes a few decisions. 

Agent will be compensated positively if his decision helps him achieve his goal; 

otherwise, Agent will be compensated negatively. Figure 3.2. shows the types of 

machine learning[34] [33]. 

 

 

 

Figure 3.2. Presents the types of machine learning. 

 

 

 

 

 

 

Machine learning 

Reinforcement 

Learning 
unsupervised Supervised 
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3.1.3. Supervised Learning Applications 

 

 

 

Figure 3.3. Shows machine learning applications. 

 

Since classification is one of the most crucial techniques in supervised machine 

learning, it is widely employed. Two different categories can be used to categorize 

things. The prognosis for, and is it Chronic Diseases?, are two categories that are 

classified using the first kind. As a result, the classification method that is based on 

just two categories is known as Binary classification, and the prediction is (Chronic 

Diseases or Not Chronic Diseases). 

Regression is a statistical technique used in finance, investing, and other fields that 

aims to ascertain the nature and strength of the relationship between a single 

dependent variable (often represented by Y) and a number of additional factors 

(sometimes referred to as independent variables). 
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3.1.4. Classification Vs. Clustering 

 

Figure 3.4. presents the hypothesis between Classification vs. Clustering[35][33]. 

 

 

 

Figure 3.4. Presents the difference between Classification and Clustering 

 

3.1.5. MACHINE LEARNING ALGORITHMS 

 

3.1.5.1. Bayes classifier 

 

Bayes classifier: is a statistical classification as it expects the possibility of any row 

to be a specific Class. This work is based on the theory of Bayes[36], which assumes 

the effect of a characteristic of a specific category that is independent of the values of 

features. Equation 3.1 expresses Bayes' theorem  [37]. 

 

𝑝(𝐴|𝐵) = (𝑝(𝐴). 𝑝(𝐵|𝐴))/𝑝(𝐵)                                                             (3.1) 

 

p (A | B): the likelihood that both event A and event B will happen. 

p(B | A): the likelihood of event B assuming event A has already happened. 

p(A): the likelihood of incident A. 

p(B): the probability of event B. 
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3.1.5.2. Random Forest 

 

In this method, all classifiers in the integrated set are a decision tree classifier so that 

all these classifiers together form a forest. Individual decision trees are generated 

using a random set of attributes and during the classification process, each existing 

decision tree has the right to vote[38][39]. The one with the highest percentage of 

votes will be the result of the classification process.Figure 3.5. shows an example of 

the random forest algorithm[40]. 

 

 

 

Figure 3.5. Shows how the random forest algorithm works 

 

3.1.5.3. Decision Tree 

 

A decision tree is a tree structure resembling a flowchart, where each leaf node has a 

class label and each inner node indicates the selection of an attribute. The root node 

of the tree is its highest node.[41].  

 

Decision tree construction does not require any knowledge domain and is therefore 

suitable for exploratory knowledge discovery. This algorithm can deal with 

multidimensional data[42]. Figure3.6. demonstrates a decision tree algorithm in 

action[43]. 
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Figure 3.6. Demonstrates a decision tree algorithm in action[43]. 

 

3.1.5.4. KNN 

 

KNN: One of the simplest algorithms works with a supervisor. Can handle abnormal 

data. Its principle of operation is based on calculating the Euclidean distance between 

points [44]. The K parameter refers to the number of neighbors, for example, if K = 

5, the algorithm will calculate the distance between the point to be classified and the 

five nearest neighbors. If there are three or more points belonging to a certain 

category, the target point will be classified as belonging to this category[45]. Figure 

3.7. demonstrates a working instance of the KNN algorithm [46]. 

Decision Tree for PlayTennis 

Outlook 

Rain Overcast Sunny 

Wind Humidity 

Normal High Weak Strong 

Yes No Yes No 

Yes 



17 

 
 

Figure 3.7. Demonstrates a working instance of the KNN algorithm[46]. 

 

3.1.5.5. SVM  

 

SVM is an algorithm for supervised machine learning. It can be applied to a variety 

of problems, including classification and regression.. The main idea of this algorithm 

is the super level that separates the different classes[47]. Figure3.8. demonstrates a 

working instance of the SVM algorithm. [48]. 

 

 
 

Figure 3.8. Demonstrates a working instance of the SVM algorithm[48]. 

 

3.1.5.6. Gradient Boosted 

 

Gradient Boosted: This algorithm adds prediction models sequentially. The new 

model corrects the one that preceded it[49]. Figure 3.9. demonstrates a working 

instance of the Gradient Boosted method[50]. 
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Figure 3.9. Demonstrates a working instance of the Gradient Boosted method[50]. 

 

3.1.5.7. Regression algorithm  

 

Regression algorithm is a sort of statistical modeling that enables you to determine 

whether one thing (variable) is dependant on others. The relationship between 

variables is demonstrated by a trend line superimposed on your data and may be used 

to forecast a wide range of outcomes[51]. Figure 3.10. demonstrates a working of the 

Regression method. [52]. 

 

 
 

Figure 3.10. Demonstrates a working of the Regression. 
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3.2. PERFORMANCE METRICS 

 

After the results are obtained, a formal evaluation of these results should be done. 

Evaluation is to test the predictive capabilities of the model obtained on new data to 

see the effectiveness of the algorithms used in building the model. The model is 

usually evaluated through the confusion matrix listed in Table 3.2. Where tn and tp 

represent the number of correctly labeled negative and positive samples, and fn and 

fp represent the number of falsely evaluated negative and positive samples[53]. 

 

Table 3.2. Confusion Matrix. 

 
Confusion Matrix p 

(Predicted) 

n 

(Predicted) 

P 

(Actual) 

True Positive False Negative 

n 

(Actual) 

False Positive True Negative 

 

P, N represents the existing classes 

TP(True Positive): the number of states correctly predicted by the classifier for the p-

class and belonging to the p-class. 

FN (False Negative): The number of states incorrectly predicted by the classifier of 

class p and belonging to class P. 

TN (True Negative): The number of states correctly predicted by the classifier for 

class n and belonging to class n. 

FP (False Positive): the number of states incorrectly predicted by the classifier for 

class n and belonging to class n. 
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Table 3.3. Presents some metrics for evaluating the model. 

 
Accuracy Accuracy is the number of samples that the model correctly 

predicted over the number of samples evaluated. 

tn+tp / tn+tp+fn+fp 

Recall (r) The recall is the proportion of positive samples that were 

correctly labeled. 

tp / tp+fn 

Precision 

(p) 

Precision is the proportion of positive samples inside a 

positive class that is accurately predicted from the total 

number of positive samples anticipated. 

tp / tp+fp 

F-Measure It is a representation of the harmonic mean between the 

values for recall and precision. 

2*p*r / p+r 
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PART 4 

 

METHODOLOGY 

 

The proposed system goes through several stages until it reaches the stage of 

detecting or diagnosing diabetes. The first stage explores the data set and then pre-

processes the data. After that, diabetes is detected using two different methods. The 

first method is using machine learning algorithms, and the second method is using 

deep learning technology. In the first method, we train six machine learning 

algorithms on the training data, then test these algorithms on the test data set, after 

that the three best algorithms are chosen to build the hybrid model, and then the 

patient is classified as having diabetes or not. The second method involves designing 

a neural network that contains more than one hidden layer, training it on the training 

data set, testing it on the test data set, then classifying the patient whether they have 

diabetes or not, and in the final stage, the results are evaluated and a comparison is 

made between the two methods. 

 

4.1. THE PROPOSED MODEL 

 

The following figure displays the proposed hybrid model. The hybrid model consists of three 

algorithms (KNN, Random Forest, Gradient Boosted). The hybrid model decides that the 

case that is diagnosed as having diabetes if it is classified by two or more classifiers as 

having diabetes. The hybrid model gives a decision that the diagnosed case is healthy and 

does not have diabetes if the diagnosed case is classified by two or more classifiers as 

normal and does not have diabetes. 
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Figure 4.1. Proposed Hybrid Model. 
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4.1.1. Dataset 

 

There are many data sets for diabetics. Such as the data set of Sahlit Diabetes 

Hospital in Bangladesh and other different data sets. In this study, we tried to search 

for a reliable data set that can be relied upon to obtain accurate results. The Pima data 

set was relied upon. This data set is a standard for researchers to classify diabetes. 

The National Institute of Diabetes and Digestive and Kidney Diseases in America 

gathered the PIMA data set. The data set contains data for 768 American women. 

The number of infected cases is 268, and the number of healthy cases is 500. The 

dataset contains 9 features. Table 4.1. gives an overview of these features. 

 

Table 4.1. Presents the features of the dataset 

 
Feature Data Type 

Pregnancies İnteger 

Glucose İnteger 

BloodPressure İnteger 

SkinThickness İnteger 

Insulin İnteger 

BMI Double 

DiabetesPedigreeFunction Double 

Age İnteger 

Outcome İnteger 

 

4.1.2. Data exploration 

 

Table 4.3. the arithmetic mean, maximum value, and lowest value for each 

characteristic, among other crucial details about the dataset. 
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Table 4.2. Statistical information about features 

 
Column Minimum Maximum Mean Standard 

Deviation 

Variance 

Pregnancies 0 17 3.8 3.370 11.354 

Glucose 0 199 120.9 31.973 1022.25 

BloodPresssure 0 122 69.1 19.356 374.647 

SkinThickness 0 99 20.5 15.952 254.473 

Insulin 0 846 79.8 115.244 13281.9 

BMI 0.078 67.100 31.9 7.884 62.160 

DiabetesPredigreeFunction 21 2.420 0.47 0.331 0.110 

Age  81 33.2 11.760 138.303 

 

 
 

Figure 4.2. Statistical information about the Pregnancies feature. 
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Figure 4.3. Statistical information about the Glucose feature. 

 

 
 

Figure 4.4.Statistical information about the BloodPressure feature. 
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Figure 4.5.Statistical information about the SkinThickness feature. 

 

 

Figure 4.6. Statistical information about the Insulin feature. 
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Figure 4.7.Statistical information about the BMI feature. 

 

 

Figure 4.8.Statistical information about the DiabetesPedigreeFunction feature. 
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Figure 4.9.Statistical information about the Age feature. 

 

4.1.2.1. A bar Chart 

 

A bar chart is a type of graph that shows rectilinear categorical data. Figure 4.10. 

shows the bar graph of the Pima data set, with the heights of the columns 

corresponding to the values they reflect.[54]. 

 

 

Figure 4.10.A bar chart for patients with diabetes 
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Figure 4.11. A bar chart for healthy people. 

 

4.1.2.2. A scatter plot 

 

A scatter plot is a type of graph that uses the Cartesian coordinates of two variables 

from a data set to display their values. Where the main objective of using the scatter 

plot is to know the form of the relationship between these two variables[55]. The 

following figures display the scatter plot among the features of the Pima data set. 
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Figure 4.12. Presents the dispersion scatter plot between Skin Thickness and Blood 

Pressure. 

 

 
 

Figure 4.13. Presents the dispersion scatter plot between Glucose and Blood 

Pressure. 
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Figure 4.14. Presents the dispersion scatter plot between Insulin and  Glucose. 

 

 
 

Figure 4.15.  Presents the dispersion scatter plot between Age and  Glucose. 
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Figure 4.16. Presents the dispersion scatter plot between Insulin and BloodPressur. 

 

4.1.2.3. Stacked Area Chart 

 

Stacked Area Chart: This chart aims to analyze and see how the variables differ. It is 

plotted as stacked series, and the value in the data point determines the height of the 

chain. 

 

 
 

Figure 4.17. Displays the Stacked Area Chart. 
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Figure 4.18. Displays the Stacked Area Chart. 

 

4.1.2.4. A Line plot 

 

A Line plot is a style of the graph that displays information along a number line. 

 

 
 

Figure 4.19. Shows the A line plot of the first fifty samples of the Pima data set. 
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4.1.2.5. Spotting outliers 

 

Outliers are data points whose location is outside the entire pattern in the 

distribution[56]. We will try to detect outliers in the dataset through Boxplot. Where 

Boxplot is a way to display the distribution of data based on the following values 

(“minimum”, first quartile [Q1], median, third quartile [Q3], and “maximum”). 

Figure 4.20. shows the method for identifying outliers[57]. 

 

 
 

Figure 4.20. Shows the method for identifying outliers. 

 

 
 

Figure 4.21.  Shows the outliers found in the Pima data set 
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4.1.2.6. Correlation of features 

 

Correlation of features: Correlation indicates the strength of the relationship between 

two features. Therefore, more than one method will be presented to find out the 

correlation between the features. 

 

Linear Correlation 

 

Linear Correlation: It measures the amount of correlation between two features as it 

is assumed that they form a linear relationship. That is, the values of the two features 

are related in a way that forms a straight line when drawn[58]. 

Figure 4.22. shows the correlation matrix of features. Where the closer the color is to 

blue, this indicates the strength of the association, and the closer it is to the red color, 

this indicates the weakness of the association. 

 

 
 

Figure 4.22. Shows the correlation matrix of features. 
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Figure 4.23. shows the correlation value. Where the closer the correlation value is to 

one, this indicates the strength of the correlation, and whenever it is closer to zero, 

this indicates the weakness of the correlation. 

 

 
 

Figure 4.23.  Shows the correlation value. 

 

Rank correlation coefficients 

 

Rank correlation coefficients: It measures the extent to which one feature is affected 

by another feature. Will the value of the first feature increase or decrease if the value 

of the second feature is increased. The rank correlation coefficients of Spearman and 

Kendall, for example [59][60]. 
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Figure 4..24. Displays the correlation matrix using the Spearman coefficient. 

 

 
 

Figure 4.25. Shows correlation value using the Spearman coefficient. 
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Figure 4.26. Displays the correlation matrix using the Kendall coefficient. 

 

 
 

Figure 4.27. Displays the values of the correlation matrix using the Kendall 

coefficient. 



39 

4.1.3. Data pre-processing 

 

Data analysis requires pre-processing of the data. To make data more suited for data 

mining and to prepare it for future analysis, it is the process of converting or 

mapping data from a prototype to another format. Data preprocessing includes the 

following operations: 

 

4.1.3.1. Handling zero values 

 

Handling zero values: After exploring the dataset, it was noticed that it contains 

some zero values. Zero values were replaced with the mean. 

 

Table 4.3. Shows the number of records with zero values for each feature. 

 

Feature The number of zero values 

Glucose 5 

BloodPressure 35 

SkinThickness 227 

Insulin 374 

BMI 11 

 

4.1.3.2. Normalization and standardization 

 

Data standardization is an important stage during data pre-processing. Features can 

have different values. Some features may have values between 0 and 100 and others 

may be between 100 and 1000. Therefore, we do this process, which is standardizing 

the range of values for the data to do some statistical analyses easier. Also, all 

features have the same effect.Therefore, in this study, the Normalization or Min-Max 

Scaling technique was applied to limit the values between 0 and 1, and thus all 

features had the same effect. 
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4.1.3.3. Increase in the number of records for diabetic patients 

 

The data set contains outliers, so the outliers have been replaced by the arithmetic 

mean. Also, most of the records in the data set are for healthy patients, where the 

number of records of healthy patients constitutes two-thirds of the data set, and 

therefore the data is considered unbalanced, and relying on it will give incorrect 

results. Therefore, the number of records for patients with diabetes was increased 

using the smote technique to make the data set balanced. 

 

Table 4.4. Presents the Pima data set before and after modification. 

 

Dataset  Negative Positive The Total 

Old 500 268 768 

New 423 443 866 

 

4.1.4. Description of the proposed neural network 

 

An input layer, two dense layers, a dropout layer, and an output layer make up the 

neural network. The dropout layer is set to 0.5. Adam is the learning tool that is 

employed, while binary_crossentropy is the loss function. Relu is the activation 

function utilized in the dense layers, while sigmoid is used in the output layer. The 

number of epochs is set to 100. 

 

 

 

4.1.5. Training phase 

 

After completing the pre-processing of the data and making the data set balanced, the 

data set was divided into two parts. The sum of the training data that will be used to 

train the algorithm, the designed model, and the test data set on which the model will 

Input layer dense dropout dense Output layer 

Figure 4.28. Description of the neural network 
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be tested. Six algorithms and the proposed neural network were trained on 80% of 

the number of records. The model has been tested on 20% of the number of records. 

The following six algorithms were selected to be trained on the dataset: SVM, 

Decision Tree, Naive Bayes, Random Forest, KNN, and Gradient Boosted. 

 

Table 4.5. Shows how the data set was divided. 

 

Dataset Number of records Percentage 

Training 692 80% 

Testing 174 20% 

 

4.1.6. Classification stage 

 

After completing the training phase, the six algorithms were tested on the test data 

set, as the results appeared in the form (SVM:89.08, Decision Tree:90.80, Naïve, 

Bayes:87.93, Random Forest:95.98, KNN:93.10, and Gradient Boosted: 91.38) After 

that, the three best algorithms were selected in terms of accuracy, which are 

(Gradient Boosted, KNN, and Random Forest) and combined them to build the final 

model. The former model gave good results, as its accuracy reached 96.55%, and this 

result is considered better than the results of all the algorithms used. Where the 

patient is classified as He has diabetes if he is evaluated by two or more algorithms 

as having diabetes. Also, a patient is classified as healthy and non-diabetic if it is 

classified by two or more algorithms as non-diabetic. 
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PART 5 

 

RESULTS AND DISCUSSION 

 

In this section, the results of the six algorithms, the results of the proposed model, 

and the results of the proposed neural network will be presented. The confusion 

matrix will be presented for each algorithm. Then a comparison is made between the 

results of these algorithms with the proposed model and with the proposed neural 

network through a table showing the performance measures (accuracy, recall, 

accuracy) for each algorithm. 

 

5.1. THE CONFUSION MATRIX OF THE RANDOM FOREST 

ALGORITHM 

 

The following figure demonstrates the Random Forest algorithm's confusion matrix. 

Where the Random Forest algorithm was able to correctly predict 84 cases of 

diabetes, while predicting 3 cases incorrectly, with a rate of 96.55%. And predicting 

83 cases of non-diabetes correctly, compared to predicting 4 cases incorrectly, at a 

rate of 95.40%. The number of correctly classified cases reached 167, compared to 7 

cases that were incorrectly classified, with an error rate of 4.02%. This algorithm 

also gave a good accuracy in general, reaching 95.98%. The accuracy of the Recall 

scale reached 95.45% for infected cases and 96.51% for healthy cases. 
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Figure 5.1.  Demonstrates the Random Forest algorithm's confusion matrix. 

 

ROC CURVE: is a graph that displays the taxonomic power of a binary classification 

system by varying the thresholds[61].[62]. 

 

Figure 5.2. displays the Random Forest algorithm's ROC CURVE diagram. We can 

see this through Figure 5.2. the extent to which the features affect the detection of 

diabetic cases. We note that Glucose has a greater effect than the rest of the features 

on detecting diabetic cases. 
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Figure 5.2.  Displays the Random Forest algorithm's ROC CURVE diagram. 

 

5.2. THE CONFUSION MATRIX OF THE KNN ALGORITHM 

 

Figure 5.3. Displays the confusion matrix for KNN. The KNN algorithm was able to 

correctly predict 84 cases of diabetes while predicting 8 cases incorrectly, with a rate 

of 91.30%. And predicting 78 cases without diabetes correctly, compared to 

predicting 4 cases incorrectly, at a rate of 95.12%. Where the number of cases 

classified correctly reached 162, compared to 12 cases that were classified 

incorrectly, with an error rate of 6.90%. This algorithm also gave a good accuracy in 

general, reaching 93.10%. The accuracy of the Recall scale reached 95.45% for 

infected cases and 90.70% for healthy cases. 
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Figure 5.3.  Displays the confusion matrix for KNN. 

 

Figure 5.4. shows the Roc Curve diagram of the KNN algorithm. We note that 

glucose, age, and BMI have a greater effect than the rest of the features in identifying 

diabetic samples. We also note that this diagram gave different results from the Roc 

Curve diagram of the Random Forest algorithm. 

 

 
 

Figure 5.4. Shows the ROC CURVE diagram of the KNN algorithm. 
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5.3. THE CONFUSION MATRIX OF THE GRADIENT BOOSTED 

ALGORITHM 

 

Figure 5.5. demonstrates the Gradient Boosted algorithm's confusion matrix. Where 

the Gradient Boosted algorithm was able to correctly predict 80 cases of diabetes, 

while predicting 7 cases incorrectly, with a rate of 91.95%. And predicting 79 cases 

without diabetes correctly, compared to predicting 8 cases incorrectly, at a rate of 

90.80%. Where the number of cases classified correctly reached 159, compared to 15 

cases that were classified incorrectly, with an error rate of 8.62%. This algorithm 

also gave a good accuracy in general, reaching 91.38%. The accuracy of the Recall 

scale reached 90.91% for infected cases and 91.86% for healthy cases. 

 

 
 

Figure 5.5. Shows the confusion matrix for the Gradient Boosted algorithm. 

 

Figure 5.6. shows the Roc Curve diagram of the Gradient Boosted algorithm. We 

note that glucose has a greater effect than the rest of the features in identifying 

samples with diabetes. We also note that the age feature in this classifier has less 

impact on identifying infected samples. While the BMI feature had a greater effect in 

identifying affected samples. 
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Figure 5.6. Shows the ROC CURVE diagram of the Gradient Boosted algorithm. 

 

5.4. THE CONFUSION MATRIX OF THE NAIVE BAYES  ALGORITHM 

 

Figure 5.7. demonstrates the Naive Bayes algorithm's confusion matrix. The Naive 

Bayes algorithm was able to correctly predict 80 cases of diabetes, compared to 13 

cases incorrectly, with a rate of 86.02%. It was able to correctly predict 73 non-

diabetic cases, compared to 8 incorrectly predicting cases, with a rate of 90.12%. The 

number of correctly classified cases reached 153, compared to 21 cases that were 

misclassified, with an error rate of 12.07%. This algorithm also gave an accuracy of 

87.93%. The accuracy of the recall scale was 90.91% for infected cases and 84.88% 

for healthy cases. 
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Figure 5.7. Demonstrates the Naive Bayes algorithm's confusion matrix. 

 

Figure 5.8. shows the Roc Curve diagram of the Naive Bayes algorithm. We note 

that glucose has a greater effect than the rest of the features in identifying samples 

with diabetes. We also note that the age feature and Pregnancies have a clear role in 

this classifier on detecting infected samples. 

 

 
 

Figure 5.8. Shows the ROC CURVE diagram of the Naive Bayes algorithm. 
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5.4. THE CONFUSION MATRIX OF THE DECISION TREE  ALGORITHM 

 

Figure 5.9. demonstrates the Decision Tree algorithm's confusion matrix. Where the 

Decision Tree algorithm was able to correctly predict 79 cases of diabetes against 7 

cases incorrectly, with a rate of 91.86%. And it was able to correctly predict 79 cases 

without diabetes against 9 cases incorrectly, with a rate of 89.77%. Where the 

number of correctly classified cases reached 158, compared to 16 cases that were 

incorrectly classified, with an error rate of 9.20%. This algorithm also gave an 

accuracy of 90.80%. The accuracy of the recall scale was 89.77% for infected cases 

and 91.86% for healthy cases. 

 

 
 

Figure 5.9. Demonstrates the Decision Tree algorithm's confusion matrix. 

 

Figure 5.10. shows the Roc Curve diagram of the Decision Tree algorithm. We note 

that glucose has a greater effect than the rest of the features in identifying samples 

with diabetes. We also note that the age feature and Pregnancies have a clear role in 

this classifier on detecting infected samples. 
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Figure 5.10.  Shows the ROC CURVE diagram of the Decision Tree algorithm. 

 

5.5. THE CONFUSION MATRIX OF THE SVM  ALGORITHM 

 

Figure 5.11. demonstrates the SVM's confusion matrix. The SVM algorithm was able 

to correctly predict 79 cases of diabetes against 10 cases incorrectly, with a rate of 

88.76%. And it was able to correctly predict 76 cases without diabetes against 9 

cases incorrectly, with a rate of 89.41%. The number of correctly classified cases 

reached 155, compared to 19 cases that were misclassified, with an error rate of 

10.92%. This algorithm also gave an accuracy of 89.08%. The accuracy of the recall 

scale was 89.77% for infected cases and 88.37% for healthy cases. 
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Figure 5.11. Demonstrates the SVM's confusion matrix. 

 

Figure 5.12. shows the Roc Curve diagram of the SVM algorithm. We note that the 

glucose and age BMI feature has a greater effect than the rest of the features in 

identifying samples with diabetes. 

 

 
 

Figure 5.12. Shows the ROC CURVE diagram of the SVM algorithm. 
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5.6. CONFUSION MATRIX FOR THE PROPOSED MODEL 

 

Figure 5.13. displays the confusion matrix of the proposed model (Hybrid Model). 

Where the proposed model was able to correctly predict 86 cases of diabetes, 

compared to predicting 4 cases incorrectly, with a rate of 95.56%. And predicting 82 

cases of non-diabetic correctly compared to predicting 2 cases incorrectly at a rate of 

97.62%. The number of correctly classified cases reached 168, compared to 6 cases 

that were incorrectly classified, with an error rate of 3.45%. In a way, the proposed 

model gave a better accuracy than the rest of the algorithms, as its accuracy reached 

96.55%. The accuracy of the Recall scale reached 97.73% for infected cases and 

95.53% for healthy cases. 

 

 
 

Figure 5.13. The Hybrid Model's confusion matrix. 
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5.7. PROPOSED NEURAL NETWORK RESULTS (DL) 

 

 
 

Figure 5.14. Loss in the proposed neural network 

 

 

Figure 5.15. The accuracy of the proposed neural network 

 

The following figure displays the confusion matrix of the proposed neural network. 

We note that the accuracy reached 94.83 percent and that the accuracy of the Recall 

scale for patients with diabetes reached 94.32 and 95.35 for healthy patients. 
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Figure 5.16. Confusion matrix for the proposed neural network 
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5.8. COMPARE THE PROPOSED MODEL WITH MACHINE LEARNING 

ALGORITHMS 

 

Table 5.1. Presents a comparison of the results of the six algorithms with the 

proposed model. 

 

The method accuracy Recall Precision 

Yes No Yes No 

SVM 89.08% 89.77% 88.37% 88.76% 89.41% 

Decision Tree 90.80% 89.77% 91.86% 91.86% 89.77% 

Naive Bayes 87.93% 90.91% 84.88% 86.02% 90.12% 

Random Forest 95.98% 95.45% 96.51% 96.55% 95.40% 

KNN 93.10% 95.45% 90.70% 91.30% 95.12% 

Gradient Boosted 91.38 90.91% 91.86% 91.95% 90.80% 

(Hybrid Model) 

(Ran+KNN+GB) 

96.55% 97.73% 95.56% 95.56% 97.62% 

 

Table 5.1. It presents a comparison between the performance of the machine learning 

algorithms and the performance of the hybrid model. We note by looking at Table 

5.1. that the hybrid model gave better results than the results of the machine learning 

algorithms, with an accuracy of 96.55 percent, and the accuracy of the Recall scale 

for diabetic patients amounted to 97.73 percent and 95.56 percent for healthy 

patients, and the error rate of the hybrid model did not exceed 4 percent. 

 

5.9. COMPARE THE PROPOSED MODEL WITH A DEEP NEURAL 

NETWORK 

 

Table 5.2. Comparison between the proposed model and the proposed neural network 

 

The Method Accuracy Recall Precision 

Yes No Yes No 

Deep Neural Network 94.83% 94.32% 95.35% 95.40% 94.25% 

(Hybrid Model) 

(Ran+KNN+GB) 

96.55% 97.73% 95.56% 95.56% 97.62% 

 



56 

Comparing the performance of the deep neural network designed in this study with 

the proposed hybrid model, we note that the hybrid model gave good results and 

better than the neural network, as the accuracy of the hybrid model reached 96.55 

percent, while the accuracy of the neural network did not exceed 95 percent. The 

accuracy of the Recall scale for the hybrid model for patients with diabetes reached 

97.73 percent, while the accuracy of the Recall scale for the neural network for 

patients with diabetes did not exceed 95 percent. 

 

5.10. COMPARE THE PROPOSED MODEL WITH PREVIOUS STUDIES 

 

Table 5.3. Compare the proposed model with previous studies 

 

 

The last line in Table 5.3. is the results of the hybrid model, while the rest of the lines 

are the results of some previous studies. In comparison, we find that the proposed 

Ref Year Algorithm Accuracy Recall Precision 

[7] 2022 Random Forest 77%   

[26] 2021 LightGBM + KNN 90.1% 82.1% 88.9% 

[10] 2021 Firefly Optimized Neural 

Network 

95.07 

 

88% 88% 

[27] 2021 Random Forest 79% 77% 77% 

[22] 2021 KNN+SVM+DT 90.62% 91% 91% 

[13] 2021 Naïve Bayes 89.9% 84.3% 79.3% 

[14] 2021 Gradient Boosting 92% 93% 94% 

[28] 2020 K-Means 86%   

[23] 2020 Hybrid classifier 86%   

[18] 2019 Genetic Programming 

Symbolic Regression 

79.19%   

[19] 2019 Artificial Neural Network 82%   

[29] 2019 Decision Tree 70.80% 61.46% 76.5% 

[30] 2019 J48 95.122%   

[31] 2018 SVM 79.1% 79.1% 78.2% 

[32] 2017 ANN 80.86%   

The proposed hybrid model in this study 96.55% 95.74 95.71% 
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hybrid model in this study gave better results than the results of previous studies, as 

its accuracy reached 96.55 percent. 

 

5.11. CONCLUSION AND FUTURE WORK 

 

The rapid spread of chronic diseases, especially diabetes, makes it difficult to control 

by traditional methods. Therefore, doctors and health professionals search for a better 

solution to detect diseases at an early stage. Modern software systems are considered 

one of the most important of these solutions. Artificial intelligence, machine 

learning, and deep learning algorithms have proven their ability to detect diseases at 

an early stage in easy and inexpensive ways. Many studies were conducted to detect 

diabetes using machine learning and deep learning algorithms. However, in each 

study, there was a problem different from the other study, and among these 

problems, for example, the accuracy did not reach an acceptable result, or the 

accuracy of detecting diabetic patients was less than the accuracy of detecting 

patients Healthy patients or that the data was not balanced, so in this study, work was 

done to build a hybrid model capable of detecting diabetes at an early stage. Work 

was done to address most of the problems that previous studies suffered from, as the 

measurement of detecting patients with diabetes gave the best possible accuracy, and 

its accuracy reached 97.73 %. In the beginning, the data was processed, as there were 

several database problems, such as zero values and outliers. Then the database was 

made balanced between patients with diabetes and healthy patients, then 80% of the 

data was trained on six machine learning algorithms, and after that, it was tested. 

These algorithms on 20% of the data gave the following results (SVM:89.08, 

Decision Tree:90.80, Naïve, Bayes:87.93, Random Forest:95.98, KNN:93.10, and 

Gradient Boosted: 91.38). After that, the three best algorithms were chosen in terms 

of precision and combined these algorithms to create the final model. This model 

gave good results, as its accuracy reached 96.55%, and the accuracy of the Recall 

scale for infected patients reached 97.73%. The results obtained in this study are 

better than those of previous studies mentioned in this thesis. 

In the future, it is possible to experiment with different chronic disease datasets that 

contain different features, test the proposed model, and compare its results with other 

models.
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